Module 5 : Linear and Quadratic Approximations, Error Estimates, Taylor's Theorem, Newton
and Picard Methods

Lecture 14 : Taylor's Theorem [Section 14.1]

Objectives
In this section you will learn the following :

Taylor's theorem and its applications

14.1 Taylor 's Theorem and its applications

In previous section we used [, [x; a) , the tangent line, a polynomial of degree one in , to approximate a

given function f[x) for xnear x = . One can try to approximate the function j by a higher degree

polynomial, hoping that the polynomial of higher degree will give a better approximation to f for  near
¢t . To analyze this, we need a generalization of the extended mean value theorem:

14.1.1Theorem (Taylor's Theorem):
Let 80 and f:la-8.a+8| >R be such that

(i) f,f’,...,f(”}msz and are are corfinuous on [a—é‘, cI+r5].

(n4)

iy f exist an [a—E,a+5].
Then,
() (nH]
7= 7(@) + £ (@) x-ayr | T2 | ey JTIHHI:)') (x-a)™
for some
cEin— & a+d)

The above expression is also known as the Taylor 's formula for f around .




Proof:

We assume the proof. The interested reader may refer a book on advanced calculus.
14.1.2Definition:
Let f be as in theorem 14.1.1.

(i) The polynomial

T(xa) = f(a) + f'(a)(x—a) + 2

is called the nth degree Taylor polynomial of f around ¢ .

(ii) The term

()
Balsia) = 1)~ a) = | T |ae

)n+1

is called the ¢} -Remainder term of the Taylor 's formula for # around , .

(iii) In case

Jimg, Ry (x.a)[ =0,

we say that f has Taylor series around @ and write it as
i ftn} ¢t M
)= [#} (s-a)".
n=0 A

14.1.3Example:

(@) Let
1
f[x):—,xilil
X
Then
'
)P ]
R

Thus for any a =0,



(i) Let

f[x): snx, xeR
Then, for F e T,

o (-0 2sinx,  if kis even
Xl =

(- cosx,  if kis odd

Thus, for gtk Taylor polynomial of fl[x) around g = [is given by

3 ] n
A E +(-1) (ya & ) for » odd
3l ol 2l
Thl(x a) = a0 I
Jr:——+——...+|:—1:|(n_:I — . for meven
3 5l (1)l

(i) Let 7 (x) be a polynomial of degree # :

Then

fl:kj[x:] _ { .’2[.’2—1) ..... [)z—ﬁ'c) fxnx”_k for 1=k =n
0 for k =n

Thus, for §,

T;,J[f;aj:ﬂ!_,_m[f;aj for all m=a.

For example, for

Flx)= 2 —2x+4,

(2 =352, F"(x)=6x, f"(x)=6 and 7 (x)=0

Thus, for ¢ = 2

T (x:2) = £(2) + £1(2)(x—2) + f;'f) (-2 4B (4 op?

=8+ 10(x-2) + 6(x—2) +(x—2)
14.1.4Note:

For # =1, the Taylor polynomial for j is nothing but the linear approximation. For a function #, which
is # + 1 times differentiable in [a,f;.), we can use the xt}, degree Taylor 's polynomial to approximate

£ ina small interval around ¢ . We analyze this for » = 2 in the next section.

Thus, for §,



T fia)=Thm(fia) for all mzn.
For example, for

Flx)= 2 —2x+4,

F(x) =322, #(x)=6x f"(x)=6 and f(x)=0

Thus, for @ = 2

T(x2)= £ (2) + (2 (x-2) + frlIE!E)

= 8+ 10(x-2) + 6(x—2) + (x—2)

[x_2)2+fn;[!z) (x-2)

14.1.4Note:

For # = 1, the Taylor polynomial for f is nothing but the linear approximation. For a function f which
is # + 1 times differentiable in [a:,bjl, we can use the i}, degree Taylor ‘s polynomial to approximate

f in a small interval around @ . We analyze this for # = 2 in the next section.

PRACTICE EXERCISES
1. Find the yth Taylor polynomial of # around &, that is,

7402 = 7(a) + fla)(x-a) + .. +ﬂﬂT':l'f‘J (x-a)", xeR,

when ¢ = Jand [x) is as below:

() x4+3x°45.

() tan!x-

(i)  snzx-
(iv) cosx.
) explx).
(vi) exEp Ii—le-
2. Show that for all x=TR,
L]
= =1
M snzx= Z L
s [2k+1j!
ko 2k
= o=1
(D) cosx= Z u
o (2K
[} x?‘!
(i) expx= 3 —.
nel) 7!

3. LetT, [:f; ,:;) denote the Taylor 's polynomial of order y for f at X =& . Prove the following:
@) T;q[zzf;.:z:] =.r_x’j';1|:f;.:;t:l for every el .

() T, (f+g.a)=T,(f a)+ T (g a)

(iii)



(%7 a)) =T, (/" a)
PRACTICE EXERCISES

4. Let f . 2 be functions having derivatives of order » at x = g such that
Flx)=F(x)+ xng[x).
where F [x) is a polynomial of degree # =1 If g I:x:l —as x —0, show that
E(x) =T (x:0)

5. Using exercises (3) and (4) above find Tn [f[j) for the following :

1 1 " x?’H‘l
[0} f[x):E Hint: —— =14+x+... +x" +

—-x 1-x

(i) f[x):#.

1+x
1 , 2 1 1
iy f{x)= = (Iﬂnt: e Rl + 1+x]
v) F(x) —Il

Xl = -
1+=x

) f[-’f)=mj :

6. Using exercise (3) and 5(iv), show that for # [x) - tan I:X:l ,

3 xﬁ

?
X X
LU0 =x-mr oo

Recap

In this section you have learnt the following

e Taylor's theorem and its applications

[Section 14.2]

Objectives
In this section you will learn the following :

e How to estimate a function by a quadratic function and how to estimate the error.



14.2 Quadratic approximations

14.2.1 Definitions:

For » = Z, the Taylor 's polynomial

1)
2
(5 a) = 7 (a) + (@) (-a) + L2 (x|
is called the quadratic approximation of f for xnear ¢, and is also denoted by Q[x ; ,;;j .

14.2 .2Examples:
(i) Consider the function

fli:ir:l:L for x=1.

1-=x
Then,
1 "
Sz = [1_x2) and f"(x) = [:1—;;3 for x=1
Thus, for xnear ¢ # 1,
Q[;{ c:t) = ! + ! I':x—c;t) + —E[x—af
(1-a)  (1-a) 2(1-a)

For example for ¢ = (1,
Q[;{;D) =14+ x4+ 2.
(ii) Consider the function

f[x): exp[x), zelh.

Then

F(0)=10)= f"(0) = exp(0) = 1.

Thus, near @ = 00, # [x) has quadratic approximation




2
Q[x; D) = 1+x+%

(i) Let
f{xj: «,."'; xelR, x>0

Then,
1

ET]
4(x)
Thus, near x =1, # (x) has quadratic approximation:

)
2

f’(x}=ﬁ,f”[ﬂ=—

2

O(x,1) = F(0+ F(U(x-1) + (x—1)

N e
2 8

For example, this given

- ()7
= 0715

Like for linear approximations, it is natural to ask the question:
How well does Q[x;c:t) approximate § [x:l for near ¢ ?

An answer to this question is the following:

14.2.3Corollary:

Let @, x € [R with @ # xand [ be the closed interval with end points 5 and x.Let f:J/ —[R be such that

(i) The functions ', 7', #"are all continuous.

(ii) For every ¢ between g and x,

7™} exists and |f"'"|:,;-j| < Ma(x),

then e,(x,a) = f(x)— (x, ) satisfies the following:

|e=,'2(x; a}|£(@}|x—aﬁ

ik
i
PROOF

14.2.3Corollary:
Let =.x =R with = = =and ;be the closed interval joining ,and ». Let ¥ :/ — IR be such that

(i) The functions ... #"are all continuous.

(ii) For every :-between zand =,
FMerexists and | £ ey = M (x),
then =,¢x a3y = #¢x1— O x =) satisfies the following:

|é'2(x;a)|5[M§Ex}J|x—a|3.



file:///E|/HTML-PDF-conversion/122101003/Slide/Module-5/Lecture-14/Section-14.1/Proof-14.2.3.html

Proof:

Follows trivially from Taylor 's Theorem for » ==.

14.2.4 Example:

Consider the function
Flxy=11-x)for x =1

Then
FMe) = 6i(l-) fore = 1

We saw in example 14.2.1, that the quadratic approximation for f near the point 4 =[]is given by
Olx,0) =1+ x+x°-

Let us estimate the error

gl x, M= Flx)—Q(x0) for x <1

Let us fix a x 1. We have to consider two cases.

Case (I): N« x <1,

In this case, for (1 « - = x, we have

1 ‘
t = ':_: =M
|f (C:'| [:—cj4 [1—X:l4| 3':1':'
Thus
xf
g, (x, | =
3 (%, 0) Ry

For example,
forall 0. x<01]ey(x,0)| < i < (0.1 =0001

Thus, for all x e[[],[:l.l],

Q(x,[]) =1+ x+x2 differs from f(x) = l_at most by 111011

Case (ii): x «<1.

In this case, for x =+~ <1, we have

77| = L)‘" < 6= My(x)
-z

1

|é‘2 (x, Cl}| = |x|3 .

For example,

for x=—01<0, |, (x,0)| < (01 =0.001

Thus,

14.2 .5Note (Rate of convergence for the error):

Since

Fx)=0(x; a)+ey(x; a),



clearly, ;32(;:; aj — [l as x — @ . In fact, the error in the quadratic approximation tends to zero at a rate

faster than [x— .:zjz . To see this, note that

(x-a)’
é‘g(-’f; @)= Tfm('fl

and hence

[f”cc)(x—a:l] .

xlﬂlc: P :Jrlg;ﬂ.:: 1l

CLICK HERE TO SEE AN INTERACTIVE VISUALIZATION : Applet 14.1

PRACTICE EXERCISES

Let z e[Rand F{x) =ecgtoix—alteg(x— ajz for x| . If fis twice differentiable at @, show that

1.
F
is the quadratic approximation of # near 4 if and only if
Flal=Fla)=eq, fla)= Fla)=cand /"a)= F'"a)= o,
2. Let

f(x]:ﬁ+%fnrx>ﬂ.

Write down the linear and the quadratic approximations f{x) and 2{x) of f{x)near the point yx—=4 .
Estimate the errors.

3. For the following functions find the quadratic approximations near the point 4 =1, and also find the error

bounds valid for |x| =003

(i) 7 (x) = sin{x?).
(i) F(x)=o1+x.

1

9 /(= —

Recap

In this section you have learnt the following


file:///E|/HTML-PDF-conversion/122101003/Slide/Module-5/Lecture-14/Section-14.1/Taylor%20Polynomials/index.html

How to estimate a function by a quadratic function and how to estimate the error.
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