Module 11 : Partial derivatives, Chain rules, Implicit differentiation, Gradient, Directional

derivatives
Lecture 33 : Implicit differentiation [Section 33.1]

Objectives
In this section you will learn the following :

e The concept of implicit differentiation of functions.

33 .1 Implicit differentiation

As we had observed in section & ], many a times a function ¥ of an independent variable xis not given
explicitly, but implicitly by a relation. In section & 1we had also mentioned about the implicit function

theorem. We state it precisely now, without proof.
33.1.1Implicit Function Theorem (IFT):

Let [x,,¥,) € IR*and g: B,.(x,,¥,)— IR be such that the following holds:

(i) Both the partial derivatives g, and g, exist and are continuous in 5, {x,, 3,
(i) g(x,))=0and g,(x,»)=0.

Then there exists some & = (J and a function

$:lx, =8, x, +5] = 1IR

such that gis differentiable, its derivative g is continuous with #{x,) = y,and

glx,&x))=0 foral xe[x—4x+4]

33.1.2Remark:




We have a corresponding version of the IFT for solving xin terms of ¥ . Here, the hypothesis would be

2y (xg,pp) 2 0.

33.1.3Example:

Let

2
gxy=2+(y-1"-4
we want to know, when does the implicit expression
gixyi=10

defines y explicitly as a function of x. We note that
Eyixyl=2x g (xyi=20y-1),

and are both continuous. Since for the points {x,v)= ({22 1), g{x,»)=0 and
gylxyl=2(y-1)=0for y=1],

the implicit function theorem is not applicable. For —2 = x = 2, and —1 < ¥ <1, the equation g(x vi=10
defines the explicit function

y=1fd-7,

and for =2 < x <2 1< ¥ <3, the equation g(x,¥) = defines the explicit function

y=1l+y@-x",

Figure 1. y is a function of x.

A result similar to that of theorem 373 1 71holds for function of three variables, as stated next.

33.1.4Theorem :
Let (x,,¥,.2,) €IR*and g B, (xy,¥,2,) — IR be such that
()  Ey,Ey,&;exist and are continuous at {x;, ¥;,Z;) -

()  g(xy,0.20=0and g (x,¥,,2,)# 0. Then the equation g(x, y,z) = (I determines a unique function

z = f{x,¥) in the neighborhood }fof {x,,,) such that for {x,¥)1 = A,

g (xyfixy)=0



g2, &y, Fixy=0

and

_ gy lxy S (xy))
e ) = T )

gy (my, J (x,))
g (xy.f %y

f}l (xﬂnyﬂjz_

Practice Exercises :

(1) Show that the following functions satisfy conditions of the implicit function theorem in the neighborhood of
the

indicated point.

(i) glxyy=e™ +x"—y—1=0,(x,»)=(0,0).

(i) glx,yi=cosny+x-1=0(x;, ) =1(,7%)

i) g(x,y)=(x* +370 =8(" = x%) = 0, (x, 3) = (1,¥/3)

(lV) g(x,_}-’,z') = xj +.:|"?2 +Sinz—1= I::I:lli;".l:l:l.‘:l"rl:l:IZI:I:I = Ii-'l':l[:]:l[j"l':l

(2) Find the points such that in some neighborhood of which the following function define implicitly a function
y=Jx)(z=1(xy)

() gixyi=x +3° +8x"y

() x—-y*-7
Answers

(3) Let
gixyl=x+37 +528 + iy —dyr—dxz -9

Show that the equation g(x, ¥, z) =0 uniquely represents ¥ as a function of yin a neighborhood of

(—4,2,—1)where as, the same cannot be said about x as a function of y z .

Recap

In this section you have learnt the following

The concept of implicit differentiation of functions.

[Section 33.2]
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Objectives
In this section you will learn the following :

e The notion of directional derivative.

33 .2 Directional Derivatives

For a function of two variables, the partial derivatives f, (x;,3,) and f (%, )] of f determine the rate
of change of # along the two axes at {x, y,). In fact, we can analyze the rate of change of fin any
particular direction.

33.2.1Definition:

Let P(%:J’u]‘ =P - IRE. Let us fix a direction in IE{EJ by choosing a unit vector
u = (1,2 ) withz +a =1,
Then the line [ in Dthrough F(x,, y,) parallel to the vector i has parametric equation

X=X+, ¥ =y, Hiu,, where f € IE.

Figure 1. Derivative in the direction u

Whenever the limit




lim Flxy Hivg, v+t ) — £ (%, )
f=0 i

1

exists is called the directional derivative of f at {x,,),]in the direction of u. It is denoted by

Duf':xn:.}”n:'-
33.2.2Note:

The directional derivative represents the rate of change of f at the point Fix;,,1in the direction of

the vector n. Note that for a unit vector u = (;,,] if the directional derivative (Z) (7] exists, then

(D, FI(F) also exists and
(D )E) =~ (D JIE)

33.2.3Examples:

(i) Let f : IE{E—}IE{ given by

Flxy)=ecosy
and u = (z;,x, },and any unit vector. Then, for {(Zg, ¥q) € ]:R:‘,we have

(f(xu +in, +m2)‘f‘ixﬂ=?ﬂ)]

4

lim
f=0

, 2™ cos (wy + 8y ) —&™ cos i
=lim
=0 i

% (e cosfi, —1 X _ £ sin fiy
=g " Cosy, %m[} — — eV sin ¥, lfm& —
- —

% - H . In
=¢™ cosy, [lfﬂ [ule ! COS i, — i, 1s1n.tu2] —[e? 0 s1nyn]u2

=(g™0 cos yl:,)ul—(exﬂ S11 )y Jdy.

Thus, 11 F(x,,,) exists and

Dy Fizy, 00 = ':é'xu COS Yy Jiy — (é'xn 5111 Vg J2dy.
(i) Let

S(x,3) =|x|+| ¥, for (x,)) e B*.

Then, I3 Fi0, Oexists for each of the unit vectors u=-i,j,—jand for each of them 1} (010} =1. Note
that both 7, (0,0)and ), {, 0} do not exist.

33.2.4Theorem:

Let f: D IR® —IR be differentiable at (x,,) € . Then for every unit vector u = (1),1,), the
directional derivative {1} #)(x,,,]) exists and

(Dgf}(xu:}’u:' = fy (79, o Joy +f:y (%o, iy



ik
/

PROOF

33.2.4Theorem:

Let y: o= IR? — IE be differentiable at ¢=,,,3= 2> Then for every unit vector u = (&), 2,3, the
directional derivative ¢, #3(x, ,», exists and
(L, P, vl = Fy (g, Yo deéy + 5y (%K. ol

Proof

By the differentiability of /at the point ¢x,,3,3, we have for all :near := 0,

Jxg 8y, vy g ) — (X, )

= fy &, 0% )f,u1+j_'], (g, Vg Mtig sy & (G, fray e, 8y (fay, iy ),
where

£y ey Erag N, Eg (fzey, 2y ) —> 0 and gz (e 2,0 —= (0,00 as £ — 0.

Now dividing both sides of the above equation by :=0,and taking limit as : — 0, we see that
Co, Ay, 70 exists and equals

(L, Fag, ¥ = F (g, g J2gy +J:v (g, g JEey .

33.2.5Example:

Let
Fixy)=e"cosy, (xy) eR?,

Then, both the partial derivatives of f exist at all points,
Jy = 2" cos v, fy =g "sny,

and are continuous. Thus, f is differentiable everywhere and for any unit vector u = (uhuj} , we can
directly compute

(L S xg, )= ':é'xu CO5 Yy ) +'(_€='qu SL0L Vi Jidsy .

Compare this with the calculation in example 33.2.3(i}

Practice Exercises

1y Examine the following functions for the existence of directional derivatives at {0,0} where the expressions
below give

the value at {x, ) = (0,0). At (0,1}, the value should be taken as zero.

' P _y:;
O a7
r+y
@ii) )
xj +y2

iy [x° 4y |sin| — |.
(D) [ }’] xg +_}’2
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Let

Jix,yi=0if y=0

f{x,y}zﬁqfx2+y2 if y=0
¥

Show that 7is continuous at (0,0}, both £, (0,0)and f,(0,0)exist, [, #(0,0) exists for every unit

and

vector g , but j is not differentiable at (I, (7 .

Assume that fyand fyexist in B, (l,Z)for some »=(and are continuous at (1,2} If the

3)
directional derivative
of fat (1,2)in the direction towards the vector (2,3}is o.fo and in the direction towards (1,0} is -3,
then find £, (1, E]I:,_,f::IJ (1,2} and the directional derivative of { at (1, 2} in the direction towards {4, &).
Recap

In this section you have learnt the following

The notion of directional derivative.
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