Module 11 : Partial derivatives, Chain rules, Implicit differentiation, Gradient, Directional
derivatives

Lecture 31 : Partial derivatives [Section 31.1]

Objectives

In this section you will learn the following :

e The notion of partial derivatives for functions of several variables.

31.1.1Partial derivatives

Given a function of two (or more) variables some properties of it can be deduced by assigning some
fixed numerical value to all but one variables and treating it as a function of remaining variables only.

For example if 7 (x, y}1is a function of two variables, then for x = x,fixed, we get a function of a single
variable

F = f(xﬂny:l-

And similarly, for y = 3, fixed, we get the function of a single variable

x> J{x,p)

These functions do not give us complete information about the function f. For example, both of them
may be continuous at x,and y,, respectively, but # need not be continuous at {x,, ;). However, they
can give us some useful information about f . For example if either of x — f(x,»,) (or y — f{x,,»)
) is discontinuous at x, ( or at y,), then clearly j cannot be continuous at {x,,3,]. We next look at the
differentiability properties of these functions.

Let (XDJJ,?D:I ED(;IELE be an interior point and #:J/)—IE . To understand how does the surface
z = f(x,¥) behave near the point {x, 3], consider the curve obtained by the intersection the surface
z = f(x,») with the plane y =y, at [x;,y,, f (%, ¥ ] This will give us a curve x — f(x,,)in the
plane 3 =3y . One way of understanding z = 7 (x,¥) near (x,y)is to analyze this curve. For example

we can try to draw tangent to this curve at (xu:-yu:-f':x:n}’n:')’ i.e., analyze whether the function




x —» f(x,¥,) has a derivative at x;or not.

Figure 1. Partial Derivative
31.1.2Definition:

Let ':-’fu:-}"u:' elc IE.* be an interior point and f D2 —=1IE . The partial derivative of j with respect

to xat (x,,¥;), denoted by 7, (x;,3,)or %(:’fﬂ:.}’u:‘ , is the limit

lim JUxg +h, v) — 1%, %)
h=o b

1

if it exists. Likewise, the partial derivative of f with respect to ) at (x;,),]. denoted by f, (%, )]

ar . -
or & (%, ¥ » is the limit

lim Jlag, v+ ) — Flxg, %)
E50 i

1

if it exists.

31.1.3Examples:

(1) Let f:IR* — IR be given by

Sz y) =anzxy.
Then, both the partial derivatives of f exists at every (xujyu) = IRE. In fact,
Jr(x, ) =Yg vos(xpyg) and f) (2,0 ) = xp cos(xgyg ).

These are obtained by differentiating the functions of one variables sin{xy, ) and

sin(x, ¥ , respectively.

(2) Let f:IR* —IF be given by



S,y =" 457

For {xy,¥) = (0,0}, we have

4 F
JFx(%,00) =ﬁ and fy (xg, ) = ﬁ
X 0 X+

At (0,00}, since

Fx,0)- 10,00 _ V2 _|x]

1

x x x
clearly f, (0,0} does not exist. Similarly, £, (0,}does not exist.

(3) Let

Jlxyl= szyEJ tf (x, 0 = (0,0)
0 if (x,0)=1(0,0).

Then

F(0,0)=0=7,0,0,

and at {x,, v, = (0,07,

3 a2 2.4
YolVo — %) X (X — )
Syl =" Hlnl=—F5—F7
F
(xy +27) (2 + )
Thus, both the partial derivatives of j exist everywhere. However, f is not continuous at (0, (). To see
this, note that along the line ¥ =X,

ﬂﬁg i

2 mtx 1w

1i =
lim f(x, )
Hence

lim  F(x ) doesnotexst
(XM (0.0

31.1.4Note:
Examples 31.1.2 show that the existence of both the partial derivatives at a point need not imply

continuity of the function at that point. The reason being that the partial derivatives only exhibit the rate
of change of jf(x, ) only

along two paths, namely the ones parallel to axes. A more general concept of rate of change of function,

which takes into account all directions is described in the next section.

CLICK HERE TO SEE AN INTERACTIVE VISUALIZATION - APPLET
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Practical Exercises

Examine the following functions for the existence of partial derivatives at {{I, (). The expressions below
give

€

the value at {x,3) = (0,0). At {0, (I, the value should be taken as zero:

. x
® xygz +.:v‘;'
e

@ xv }
xg +y3

Xg_}’

x4+y

1 3
(iv) x}:(xz fﬂ).
4y

i)

7

W | x|=»l-1x]-]>].
sin’(x+ )
|x|+]y|

Answers

(2) Let

Fixy = +:v‘23'5in[ 5 1 ngOr (x,00=(0,0), and f(0,0)=0.
x4y
Show that f is continuous at {1 (). and both the partial derivatives of f exist but

are not bounded in (0,0} for any » = 0.

(3) Let f:IR* —IR be defined by

f(x,y):( 31}? g]for(x,y);f([],[]) and, F{0 0 =10
¥ty

Show that both f, and f, exist at every {z, y,) € IE? but f is not continuous at {0, (1} .
(4) Let f{0,0h=0and

ran{lx)+ysin(lhH), i x=0 020
Filxw= xsin Ux, i x=20,y=0
van L, iy 0 x=0

Show that none of the partial derivatives of # exist at ({1 (I} although f is continuous at {{ I} .

(5) Let D IR?, (x,y,)€ Dand f: D — IR be such that both f, and J exist and are bounded in
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B,(x,,y,) for some = (1. Prove that f is continuous at i x;, ¥, -
(6) Euler's Theorem: Suppose 5 : IR3 —TE. has the property that there exists # & II" such that
Pl tv i) =" Flx,v,z) forall ¢ eIk and (x,y,z) IR’

(Such a function is said to be homogeneous of degree x .) If the first order partial derivatives of _f exist

and are continuous, then show that

aF i a7
F—+ty—+z—=nk~
o =Y ad

Recap
In this section you have learnt the following

e The notion of partial derivatives for functions of several variables.

[Section 31.2]

Objectives
In this section you will learn the following :

The notion of differentiability for functions of several variables.

31 .2 Differentiability

Recall that for a function y = f{x) of one variable, the concept of differentiability at a point x,allowed
us to approximate the function fby a linear function in the neighborhood of x;. Analytically j'

differentiable at x;is equivalent to the fact that




Slxy +h) = F(x)+ 1 (x) + hey(k),
for all } sufficiently small, where &(4) —Jas } — (). The expression
Lix) = flz )+ 4" (xy)

is the linear (or tangent line) approximation and E‘l(ﬂz] is the error for the linear approximation. For

function of two variables, the linear approximation motivates the following definition:

31.2.1Definition:

A function
f DR =1IR
is said to be differentiable at (x,,,) € LI if the following hold:

(i) Both fx(xu:-)f’u:':f:y (xg.¥g,) exist.

(i) There exists A4 =[] such that

(xy+ 4,y +k) € Dior all |[k|< 8| k|< 8
(For example this condition will be satisfied if {x;,,is an interior point of the domain [3)
(iiiy There exist functions & (4 k)and &0k &), |k|< d,|k|< & such that
g (k) =0, 5k k) —0
and
J (g + 8,00 HE) = F (%, ¥o) + Ay (R, Yo) + &) (Zg, ¥o) +hgy (A, 8) + Ky (4, K).
31.2.2Note(Necessary and Sufficient condition for differentiability):

Let 7 be differentiable at {x,, ;). Then by definition,

|f':xu i, Yo ) = F(xg, vo) = W (g, o) — 3 (g, 20
| N

Hence,

<& k) |+ £3(n, ) .

Jlxg +h, v+ = Fx, ) — B '-ixu:}"u:'_@{y '(-’fu:}fu:'J: 0

ol 0

(25)
In fact, the converse also holds, i.e., if (25) holds then f is differentiable. We assume this fact.

As an application of the above equivalence, we have the following:

31
2.3

(i) Let

Flx,yy=qxt+y",

Example:



Then f is not differentiable at (0,0} as both #,(0,0)and f,(0,U}do not exit.

(i) Let

: 1
4y fsini——,  if (x, = (0,0
)= (x"+y7) (xg_hyg] (x, )= (0,0)
0 if (x,) =(0,0).
Then {0 v)=0ferall yand f{x ) =0for all x. Hence,

0,0 =0 =j::u (0, 0.
Also

) 1
170 = £ (0,0)- i, 0,0)- &5, ©,0)|_|¢* +ED s
| “j.sﬂj +.‘i:t,'2 J}gz +.-?(,'2

= | +E

—50as (k&) — (0,0).

)

Hence, { is differentiable at (), (0.

As in the case of function of one variable, above notion of differentiability implies continuity of the
function.

31.2.4Theorem:

Let f: ) —1IR be such that f is differentiable at {x,,,1 ). Then fis continuous at {x,,¥,) -

ik
i

PROOF
31.2.4Theorem:
Let #: . —TIFE be such that fis differentiable at (x,,»,7 < 2. Then fis continuous at ¢z, .

Proof

Since s differentiable at 1 x,, 3,3, we have
| Aoy + 00 HE)— Flxg o= k|| 8 G, X0+ (o a0 |+ kﬂ|£§(k,kﬂ-+3f}(Xb,}h]|,
where both & (&, &), e,0k, 5 — 0 as (&, — (0,00 . Thus, we have

th,ﬁgg}u,uh S + A5+ R) = T (32 20)

Hence, fis continuous at (x,,,J -

We describe next a sufficient condition for the differentiability of (x>0 .
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31.2.5Increment Theorem (Sufficient condition for differentiability):

Let /. D E* —TIE and (Zg, ¥ € IE.*be such that the following hold:
(i) For some r =0 both f,and j:}, exist at all points in B{(xuij)Jy)_

(i) Both f,and fy are continuous at the point (x;,¥,) . Then, f is differentiable at {x,, ¥, -

ik
i

PROCF

31.2.5Increment Theorem (Sufficient condition for differentiability):

Let v D= IR? —Ir and (x,,3,7 = IE*be such that the following hold:
(i) For some ~ =0,both y,and J,exist at all points in & {ix,,3:,).77.

(i) Both y,and J,are continuous at the point (x,,»,. Then, fis differentiable at (x;,»,.

Proof

Let (%, & = B{(D,00,~). Applying Mean Value Theorem to the functions

e Flx, ) and = Flxg +5,000,
we can find points :between x,and =z, +%and sbetween »,and 3 + & such that

Fy i 3o — F g dad = Fx(022635  eeeeeeeeee e (26)

Sy 0, vy + I — Flxmg + 5,000 = 5, (2 +R,d0k 27)
Thus, using (26) and (27) we have

F (g iy H )= Fixg, ) = By (0, 00) i), (g +A,d).
=;3fx':xu=}’u:'+-£3[fx':'5':}’n:'_fx':xm}"u:']"‘;;fy':xu:}’u:'
L, (5 +it,d) = Fy Gy )]
=iy (g, o) HhE TR )+ (2, ) + ey (KD,

where

£, k) = Fle, v ) — Fr(x,v ),

& (B, k) 1= 7y (3 +5,d) = 7y (%, o).

Since /.. are continuous at (x,,»,, we obtain

11 R ii=0 d 11 Bk =10
th,ﬁg}nm%( g n thkﬁlw.n:%( )

Hence, fis differentiable at ¢ x,, 3,1

31.2.6Remark:

The condition that fx,j:}, exists near [ x,,1,)and are continuous at ( x,, ¥, are only sufficient for the

differentiability of _f at (xm_yuj . These are not necessary. For example, the function


file:///E|/HTML-PDF-conversion/122101003/Slide/Module-11/Lec-31/Sec-31.1/Proof-31.2.5.html

(% + %) sin [Wlf] if (x,3) = (0,0

0 if (x, »1=1(0,0],

Jxy)=

is differentiable at (x,,,), as shown in example 31.2 3(3) . However,

ax 1 :
xvi=— cos +Z2xzin
Jrixy) [xg+ng [xz +sz

] 2., 1
(x"+27)

which does not converge to [ = {, (0,0 as (x,») —(0,0). In fact, along the path ) =0, the function
Fr(x, 0} is unbounded.

Practice Exercises
Examine the following functions for differentiability at (U, [:]). The expressions below give the value of

@ the

function at (x,y) = (0,0%. At (0,07, the value should be taken as zero.
1_ .2
. -
O w2
r+y
X 42y
W =
r+y
LA 1
Giiy (x4 )sin| ——|.
Xty
Answers
(2) Let
4

Fxy)= =2 if x=0,and F(0,5) =0 forall y
r+y

Show that if fis differentiable at ([, (). Analyze the continuity of the partial derivatives #, and f}. at
(0, 0.

(3) Let f g be both differentiable at a point i, &). Show that the functions g, and ;g are also

differentiable at (a,&).

Recap

In this section you have learnt the following

e The notion of differentiability for functions of several variables.
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