Module 9 : Infinite Series, Tests of Convergence, Absolute and Conditional Convergence, Taylor
and Maclaurin Series

Lecture 27 : Series of functions [Section 27.1]

Objectives

In this section you will learn the following :

e Definition of power series.
e Radius of Convergence of power series.

o Differentiating and integrating power series.

27.1 Power Series
27.1.1Definition:

(i) A series of the form

o0
Z a, (x—c) =ay+a (x—c) +a, (x—c]z 4+ +a, (x—o)" +.

n=l

is called a power series in the variable x centered at ¢ £ IE. , where i, € IE. for all 3.

o0
ii A power series a. (x—71"is said to converge for a particular value x = x, if
1" 0
5=

[}

the series Z a,, (% —c)is convergent
n=1

The set of all x & IE. such that z = o (;;—.5-) is convergent, is called the domain of convergence of
(iii) w=1"n
the

power series.




27.1.2Examples:

(i) Consider the power series

o
n
2=
=0
centered at - = (J. For a fixed value of x, this is a geometric series, and hence will be convergent for

| % |= 1, with sum 1/]— x . Thus, we can write

o

1
—:Z 0, for—1ex <l
1-x n={
(i)
ex) 1 n
The power series Z [_ _] {x—3)"is a power series centered at » = 3. For every fixed value of x, this
n=l 3
can be treated as a geometric series with common ratio (— ] (x— 3)

1
3

Thus, for a particular x, it will be convergent if

<1, 1e,|x-3|<3,1e, 0<x <6 ,andits sumis

_:Z (—%] (z=2" forQ=x <6

(iii) Consider the series

el (227
HZ;'{ (=1 ”

This is a power series centered at - = % . For its convergence, let us apply the limit ratio test. Since

|—0* x—2" w .
| 0 ) (x—2| a

|x—2|— x—2]
1
the series is convergent absolutely for | x— %2 |<1,1.e.,1 < x <3 ,and is divergent for other values of x

w© n-1 n w 2n-1
For » =1, the series is Z‘I Mzz &
=1

R n=] Fed

which is a divergent series. Also for x =73, it is the alternating harmonic series. Thus, the given power

series is convergent with domain of convergence being the interval (1, 3].



The domain of convergence if a power series is given by the following theorem.

27.1.3Theorem :

For a power series
(1]

Z @, (x—c)"

n=l

precisely one of the following is true.
(i) The series converges only for x=¢ .
(ii) There exists a real member Z = [)such that the series converges absolutely for x with | = |-:: f, and

diverges for xwith | x—¢ |> R
(iii) The series converges absolutely for all x .
ik

PROOF
27.1.4Definition :

o

The radius of convergence g of a power series Z'I a,, (x—c)", is defined to be number
n=l

() & =n0if the series is divergent for all x =z .

(i) & =4coif, the series is absolutely convergent for all x.
(iii) &, the positive member such that the series diverges a for all xsuch that |x—c |:=- & and the series
converges

absolutely for all zsuch that |x—c|«<X&. The interval /< IE such that the series converges is

convergent for all y = Jis called the interval of convergence .

27.1.5Remark :

Note that the interval of convergence is either a singleton set, or a finite interval or the whole real line. In
case it is a finite interval, the series may or may not converge at the and points of this interval. At all
interior points of this interval, the series is absolutely convergent.

27.1.6Example :

Consider the power series

To find the value of x for which the series will be convergent, we apply the ratio test. Since

(r-2yH ]
| n o .
lim —— | = lim |x—2| —— | =|x-2|,the series is absolutely convergent for xwith |x— 2|z,
fEE ] (x=d" R '
n

i.e.,
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absolutely convergent for 1 = x = =,

And the series is divergent if x <1 or x = 3.

oo (_ 1)?‘1
For x =1, the series is z .
n=l1 ®

1

which is absolutely convergent. Also for x =74, the series is convergent. Hence, the series has radius of

convergence & =1, with interval of convergence [ =[1 3].

For a power series

[ u]
n
Z ay (= %)
n=l1

if [is the interval of convergence, then for every x =7, let

f(x;.:Z_% a, (x—x,)" xel-

Then
fii=IR

is a function on the interval J. The properties of this function are given by in the next theorems, which
we assume without proof.

27.1.7Theorem (Differentiation of power series) :

Let a power series

E iy (x—c]n
n=1

have non-zero radius of convergence £ and

Fix ::i ay (x—c)" | x€lc—R,c+R)
n=1

Then, the following holds:

[en)
d
The function f is differentiable on the interval (¢ — &, + &) . Further the series Z - (a, (x_c)n)
n=] @&
=]
also has radius of convergence 7, and 7 (x)= Z = (ct,, (x—.;:jnj, xefc—R c+R).
n=l @X
The function § has derivatives of all orders and _f': :'I:x] = Z‘I — (@, (x—c)" ), x€(c— R, c+R).
n=l X

27.1.8Theorem (Integration of power series):



Let

Z—:i an(x—c}n

be a power series with non-zero radius of convergence g and let

Fix)= f‘l a,(x—c) xe(c—R c+R).
n=1

Then

(i) The function f has an anti derivative &{x) given by

oo nH
F(x)=[ fde= Y g (x=c) "

n=0 n+1

+

1

where {7is an arbitrary constant, and the series on the right hand side has radius of convergence [ .

(i) For [ 8lc(c—Rc+R),

o

_[f f{x}cfx:Z“f i (x—c:}n.:fx:|,

n=l

where the series on the right hand side is absolutely convergent.

27.1.9Example :
(i) Consider the power series
=X

n=0 !

By the ratio test, for every x

xn+1 al

Bl T 1
(1)l 7

m—=10

s 4]

1111
f1—pa

Hence, the series is absolutely convergent for every x . Let
b

f(x)=§_'l x—l,xEIR.
=l

Then, j is differentiable by theorem 27.1.7, and

. B (] fil x?’!
I (I]'—; E[FJ
= S ﬁ

n=l 7l

= F(z)



(ii) Consider the power series

n=l #
The power series is absolutely convergent (by ratio test) for
| x|=1
It is divergent for x =] and convergent for » = —1. Thus
n

F@=3 T xel-1D
n=l #

is defined. Since the serie

il (xn] o et

% ]y s

s R AN n=l

is convergent for | x |-::1and divergent for | x|::-1, we have

SR = f; 7 xe-11).
n=1

The series Z‘I _[_ dr = Z _[ dxis convergent, by the ratio test, for |x|-::1and divergent for
w1 mr+D
|x|=1.. It is also convergent for |x|=1. Hence, it is convergent for |x|=land
0 Xn+1
_[f(x)cfx= — x=1l.
é wlr+l)
Quiz

Practice Exercises:
1. Find the radius of convergence of the power series:
o Yo o
® 3o G
OIS S
) Z:in ()™

Answers

2. Find the interval of convergence of the following power series:

o —
o B2

iy 5 ey
@i Zn:l] na ’
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(@iv)

®

Q)

®

Q)

i)

@ (43
L

Answers
For the following power series, find the interval of convergence. If f(x)is the function represented by it
in the

respective interval of convergence, find I:x) and If{x)cfs

w 1?‘1+1 2?‘!+1
Z( )T (x-2)

n=0 +].
Answer
Consider the power series Module 9

Infinite

E |: 1) x2n+1 o o ':_Dn xEn
ned (2r+1)l o B )

Show that both the series have same interval of convergence. Find the relation between the functions
represented by these series.

Answer

Bessel Function of order zero:

1" 2

L 0y
Prove the following:

The series converges for all x (use ratio test)

Let .y x) denote the sum of this series. Show that .J satisfies the differential equation

% Sl +x7ix+ xEJD =10

Bessel functions of order one:

Consider the power series
n_2n

S ()«

EY T mrr—

2Rl (410
Show that the series convergence for all x.
If J,(x) denote the sum of this series, show that

7 1

P @+ r ] @ -Dgm=0

Show that
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Jolx) == J1(z)

Recap
In this section you have learnt the following

e Definition of power series.
e Radius of Convergence of power series.

o Differentiating and integrating power series.

Series, Tests of Convergence, Absolute and Conditional Convergence, Taylor and Maclaurin
Series

Lecture 27 : Taylor and Maclaurin series [Section 27.2]

Objectives
In this section you will learn the following :

e Taylor series expansion for functions.

e Maclaurin series expansion functions.

27.2 Taylor Series and Maclaurin series
In section we saw that a function can be approximated by a polynomial of degree »# depending upon its
order of smoothness. If the error terms converge to zero, we set a special power series expansion for j

27 .2 .1Definition:

Let '/ =(a—d a+d —Rbe a function which has derivative of all order in 7. Then the power
series

o
5y,

27




is called the Taylor series for fat x=a. We say f has Taylor series expansion at x =, if its
Taylor series is convergent for x = fand its sum is f({x). For g =(), the Taylor series for f is called

the Maaculurin Series for f at x=10.

27 .2.2Examples:

(i) For the function f{x} = — , x =[], its derivatives of all order exist in domain
x

I'={-00,0)u {0}

For a = 1, since

7O = (=) T,

we have

= 1l YR 21
Thus

pASIIEESY

is its Taylor series at yx = 1. Since it is a geometric series, it will be convergent if

|x=1 <lie, 0<x<2.

Further, its sum is

1
1+[x— 1}

1
.

Hence, # {x} = }4 has Taylor series expansion

S -1 0ex<2
X om0

X

(i)  Consider the function # [x] =¢"  xe[Rsince

fl:”} [x)=¢" ¥nzl
The Taylor (Maclaurin) Series of f at 4 =1, is given by

IIIx?‘!

fll [:I

F{0) +f'(D]x+Lx+... =3 —
2| or ]

By the ratio test, series converges for all x, but we do not know its sum.

27.2.3Theorem (Convergence of Taylor Series):

Let ; be an open interval and f:J —IEbe a function having derivatives of all order in j. For

a,xel, ﬁ:nr SVEry B = 1, there exists a point Cn between g and x such that

n (-i:) a . [n+1) .
79 2 o L ey



Further, the Taylor series of f at x =& converges to 7 (x) if
(n+)

A, [x] :=J;T1{)?j[x—a}nﬂ% 0and » —oo-
ik
PROOQF

27.2.3Theorem (Convergence of Taylor Series):

Let ; be an open interval and : 7 —IE be a function having derivatives of all order in ;. For
. x e f, for every s = 1there exists a point ¢, between a and = such that

¢ F) .:;t . (nH] .

Further, the Taylor series of f at x=« converges to f{x} if

|In+1:||:(::,:I
J I [x—cz}nﬂ—}[]and?z —0o-

Rn{x}:m

Proof

Follows from theorem 14.1.1 we have already seen some examples of Taylor series expansion in
section 14.1 we give some more examples.

27.2.4Examples:
() Asin example 27.2.2(ii ), for f(x) =g’ _with g =1,

[
3

R, (x) = W(x]nﬂ, for some < between ) and x.
#+1)!

For x <1, .;;C <las = is between x and (). For x = [, since 27 is monotonically

increasing, »% » 2% . They

i |x|n+1
for x <0
|R,, [x}l| <) {?3 + 1]-:1
e |
W forx=0
M !
Since, )
|x|n+1
m — [:I asxk —
H !

For every x fixed, we have

lim &, (x)=0.

Hence, the Taylor series of f {x} = ¢" indeed converges to the function f{x), i.e.,
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Q)

[u] H

X
ex:E—
= !

For the function
f(x):cos xr, rell,

since

" 0 if mizo0dd
7 (0)=

(-1% n=2k
and |f | = 1for all x, we have
|::~z+1 | |”+1

— 0 and » —co

| (2)]= |2 YersR A =

(?2+1 (?2+1}

Hence, Taylor series of 7(x)=cos x is convergent to f(x), and

oo {_1}” x2n+1

Cos I=Z

2 (2n+1)l

Similarly, one can show
n
0 (_1] x2n+1

sinx:z

g (2n+1)l

27.2.5Note:

0

Q)

Suppose, a power series

i iy {x_ ﬂ}n
n=0

is convergent is an open interval | around a point a [f , and
[u)
n
f{x}::Zcxn{x—cx} xed e *)
n=0

A natural question arises, in the power series above the Taylor series expansion of Fix The answer is

yes. In fact if (*) holds, then the power series has nonzero radius of convergence and hence by theorem
27.1.7, series can be differentiated term by term, giving

S xy=nla, +{n-Nla,  [(x—a)+. .+

Thus
Si{a)y=nla,, nzl

In view of (i) above, if f(x) is expressed as sum of a power series, then it must be Taylor series of
Jix)-

Thus, technique of previous section can be used to find Taylor series expansions.

27.2.6Examples :



®

From the convergence of geometric series, we know

1
——=l+x+._ +2"+., | <],
1-x
Thus, this is the Maclaurin series for f{xj = _IL If we change the variable from x to —xg , We get

— X
1 2 4 &
- =l-x"+x -z +.., |x|-::1,
1-x
the Maclaurin Series expansion for _f(;;;] =—. (Note that to find Maclaurin Series directly requires
1-x

some tedious derivative computations). Now for x = {—1,1] ,using theorem 27.1.8, we have

tan'1x+c:_|-1 gcfx:_l-xchx+_|-x4cfx...
+x
= ¥ i
=ct+ri——+———+..
3 5 7

Since for x =101, tan~' x = (1. we have , =[). Hence
-1 ¥ ox x
tan x:x——+———+...,|x|-::1.

35

In fact, using the alternative series test, it is easy to see that the above holds for y =+1also.

27.2.7Algebraic operations on power series:

®

Q)

iii)

(@iv)

Suppose power series

Zla:n [x—c;t]n and ZIE:'H [x—a}n
n= n=l

are both absolutely convergent to f({x) and gix) respectively |x| < R.Then it can be shown that the

following series are absolutely convergent to |x| < 7

[}

f(x}ig(x} = an]{cznibn)(x—a)n .
f(x) g(x) :Z::DCH (x—a}n .

Cp= X auby—k , nz1.
=0

This can be used to write Taylor series expansions from known expression.

27.2.8Examples:

O

Let us find Maclaurin series of the function



3x—1

S=5=

, x=11

Since
3xr-1 2 1

- = + )
-1 x+1 =x-1

and

—:—Z o, for |x|-::1,
1 =0

2 - n_mn
m:zé(—u x" for |x| <1

We have

ix—1 - n n
xf_1=2él(2(—1) ~1)" || <1
Thus

3x—1

5 1=1—31':+J':2+J'fj—3;f3 +..., |x|-::1,
=

is the Maclaurin series of f{x).

(i) Let
f{x}:e_xz tan™ x -
Since
é'xzzx— , forall =,
n=0 %!
we have
[ I 2 "
e:"_x2= [x) , forallzx
n={ al
Also
n_2nH
1:5111'1;r—2L . for |x|-::1-
n=l 2?€+1
We have
o (—2Y | o (1] 2t
f{x}:e"rgtan'lxz Zu[: 22|) [Zél( El—fl },for || <1
_x 23l . |x] =1,
3 20

CLICK HERE TO SEE AN INTERACTIVE VISUALIZATION - APPLET

Practice Exercises:

(1) Using definition, find the Taylor series of #{x) around the point {:

() fixi=inlx)C=1.
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Q)

&)

©)

@

Q)

iii)

(@iv)

“

0

Q)

iii)

(@iv)

®)

Fixi=cos(x), x= %
Answer

Making appropriate substitutions in a known Maclaurin series, find the Maclaurin series of the following
along

with its radius of convergence:
(i) sin (22

2
iy &

(iii) 2 IZIC?'S2 X
Answer

Maclaurin series for the following.

M+

iz +-052 +1)

J14+ i1+ 3

sl

sink ™ x

Answer

Using Maclaurin series for standard functions and suitable operations, write Maclaurin series for the

following :
a

X cosAx

" sin x
-2

-1

ni1-x%)
Answer
Binomial series:

Write Maclaurine series for the function

Sl ={1+x"

Where m is a real member. Using ratio test, show that the Maclaurin series for f(x) is convergent for

|;»;| < 1. This series is also called Binomial series for f{x). Using this series, find the Maclaurin series for
-1
Jlxi=01+x) /2

Answer
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Recap
In this section you have learnt the following

° Taylor series expansion for functions.

° Maclaurin series expansion functions.
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