Module 5 : Linear and Quadratic Approximations, Error Estimates, Taylor's Theorem, Newton
and Picard Methods

Lecture 15 : Newton's method [Section 15.1]

Objectives
In this section you will learn the following :

Newton's Method for locating zeros of functions.

15.1 Newton 's Method for locating zeros of a function

In many physical problems, it is required to answer the following:

At what points x, #{x)= 07

Let us consider the particular case when #(x}is a polynomial. The problem is simple to
solve when fis linear,i.e.,

Fixi=axr+b=0fora=z0fandonlyif x=—b/a

For a quadratic function

—btafit —dgc

f(x)=c1x2+bx+c=0,a¢U,ifandnnlyifx= 5
a

One can use special methods to find the roots of a cubic and a biquadratic polynomial.
However, there exist no simple method of finding the roots of polynomials of degrees 5.

The existence of roots, in general, is given by the Fundamental Theorem of Algebra, which

says that every polynomial of degree » has »roots (may be complex). However, there is

no general procedure of ensuring when it has real roots, and how to find those roots. The

problem of finding zeros of general functions is even more complicated. For example, for
Fixi=x—anx xel,

the only root is 0, but it is not easy to guess a root of

gixi=x—cozsx, x el




Since the problem of finding a root can be difficult, one attempts to find approximations to
a guessed root. One such method is to approximate the function itself by its tangent line
approximation, i.e., replace the graph of y= 7{x)by the tangent line near the points where

its expected that #{x)=0. The method is as follows:

15.1.1Newton-Raphson Method:

Let 7.4 —. To estimate a solution of 7{xy=0, we use the following iterative process.

Guess a point xynear a root of #such that f(x;}= 0. The point x;is called the initial

point.
Replace f{x)by the tangent line approximation of f for xnear x,,i.e, by

Lixm)=Flm)+f (m)x-x)xeR

Solve iLix, x;)=0to get
J(x)
I(m)

&M= XD_

This is the point where the tangent to the graph of Sx)at [xn,f[;qj)) cuts the x-axis.
Replace x; by x and if f’[xl) = [carry out the procedure given above to find x, i.e., find
%, by
Jix)
Jfl - .
Jx)

Iz.

This is the point where the tangent to the graph of f(x)at (x, f(x)) cuts the x-axis.

Continue the above procedureof this process: having obtained the next point x, ; is
obtained by

xn)
Ty =g . n=0, 12

5 %)

The above process will give a sequence {xn}nEEl of points, where =z, is the initial point.
This sequence is called Newton sequence for 7 with the starting point x; .




Geometrically, it looks that the sequence {x,}, ., will converge to a root of s . Let us look

at some examples.

15.1.2 Example:

Let

fixy=x-3.
We note that 7 is a continuous function. To make a guess for a point xsuch that
Fixy=0, we try to find points ¢ and psuch that # changes sign at these points. We note

that

Fi5iy= (125764 -3 < 0and f(3/2)=(27/8) -3 >0
Thus, by the intermediate value property for continuous functions, 7 has a root in

[5;4, 3;2]_ Let us find the Newton sequence for this function with the starting point
xg=5/4=125

We have

3_
tyyg = _*";Tf: %xn +-L_ provided x, 0

iy

This gives us
g =5/4=125%=1473333 % =1442000 x5 =1442249

If we take x; =3/2=15, then we get
x o =1444444  xy = 1442252 2y =1.442245. .

Apparently, both the Newton sequences are coming closer close to the value x—=1 442249,
but we cannot be sure.

This leads to the following questions:
When does the Newton sequence { x,}, .., converge?

If the Newton sequence { x,}, -, is convergent, does it converge to a root of f(x}?

Some answers are provided in the next proposition.

15.1.3Proposition:

(i) In general, the Newton sequence need not converge.

(i) The Newton sequence can diverge.

(iii) If for a Newton sequence,

Xna1 = T, for same #p, then f(xnu): 0,



i.e., x, isarootof 7.

Let the Newton sequence { x,}, ., of 7 be convergent to a point ¢ in the domain of 7. If
#is continuous at ¢

\Y
and {f(x,)},,is bounded, then cis a zero of 1.

(v) The Newton method is very sensitive to the starting point.

b
/
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15.1.3Proposition:

(i) In general, the Newton sequence need not converge.
(i) The Newton sequence can diverge.
(iii) If for a Newton sequence,

Tl = T, far some 2g. then j'[:xnn:]= 0,

i.e. x,, 1S aroot of s.

Let the Newton sequence {x.},., 0f 7be convergent to a point in the domain of s.

If 7is continuous at -
and {r(=),.,iS bounded, then :is a zero of 7.

(iv)

(v) The Newton method is very sensitive to the starting point guess.

Proof:

(i) To show that the Newton sequence need not converge at all, consider the
function

Jr=1. fx=1,
JSlx)=

—fl—x, ifx =<1
Then

. 1/20x—1, if x =1,
Jix=
/2 f1—x, f x = 1.

The Newton sequence for swith any starting point =, =1, is given by

Ty = &y —2(x, — D =—x, +2.

In the next section we shall answer the question:
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Under what conditions on 7, does the Newton sequence { x, } converge to a root of 7 ?

We close this section by analyzing the rate of convergence of a Newton sequence.

15.1.4Note (Rate of convergence in Newton 's method):

Let #:[a,&]—IR, be such that

(i) f.f"and " for all continuous on [a,z].
(i) fFi(xy=0forall xela,b].

(iii) f(»y=0for some refa,2].

Then, it can be shown that for any two consecutive iterates x, and x,,, of Newton 's
sequence satisfy the following:
2
[T ==l ="
where gz is some constant. Thus if we write &, = x,—r, then
|mEn+1| = |Q:EH|2.

One says that the in the Newton 's method the rate of convergence is quadratic. For
example,

if |z E,| < 0.01, then at the next stage |g En+1| < [g_m)z.

CLICK HERE TO SEE AN INTERACTIVE VISUALIZATION : Applet 15.1
PRACTICE EXERCISES
For each of the following functions, show that equation #(x)=0has a unique root in the

interval ; mentioned
against it. Use Newton 's method starting with the given initial point x;to find an

approximate value of this root.
Fx=x-3,1=[1.2515), % =125 arx; =1.5-

f(x]=;{—1—5inx

(You may have to use a calculator.)

1=[0,2],x,=15.

Consider the function

!
Sy =({x-13 farx el
If x; =1, show that the Newton sequence for yis unbounded.

The function

f(x]:xz—gx—B for xe B

has two roots: x=-1and x=3. Show that if the initial point x; <1, then the Newton
sequence converges to the root —jand if x; =1, then the Newton sequence for f
converges to the other root ;- 3.
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4. Show that the function

Fx)=x = 2x+5

as only real zeros. Find its approximate value by Newton 's method with a suitable choice
of the initial point.

5. Show that the function

fix) = —x-1

has three real zeros. Use them to locate these zeros by selecting initial points as -2,0,2.

Recap

In this section you have learnt the following

Newton's Method for locating zeros of functions.



Module 5 : Linear and Quadratic Approximations, Error Estimates, Taylor's Theorem, Newton
and Picard Methods

Lecture 15 : Picard's method [Section 15.2]

Objectives
In this section you will learn the following :

Picard's Method for finding fixed points of functions.
Sufficient conditions for the convergence of a Newton sequence.

15.2 Picard's Method for locating fixed points of a function

To answer the question about the convergence of a Newton sequence for a function 7,
assume that 7 x)= 0. Define

Sz

Fx

Then, a point «is a zero of 7 if and only if g{z)=c . Further, for the starting point x,, the
Newton sequence can be rewritten as:

glx)=x—

Xog = glx,), nzl,

provided for the function g, its range is a subset of its domain. Thus, the question of
convergence of the Newton sequence for # is equivalent to the convergence of the

sequence {z,} ., generated by g .
This motivates our next definition.

15.2.1Definition:
Let AcRandg: A—=IRbe such that g(d)c A.

(i) We say a sequence {xﬂ}nzlin Ais a Picard sequence for g with initial point x; if

Xy = Eg(xy),n20

(i) A point ; ¢ Ais called a fixed point of g if glel=c.




Thus, to locate a root of a function 7, it is enough to find a fixed point of the function

g(x)=x—(f(x)/ f(x)).
That is, the Newton sequence for 7 is the corresponding Picard sequence for z as defined
above. Let us observe the following:

15.2.2Theorem:
Let 4 R andg: 4 —>Ig De such that g(4)c A. If the Picard sequence {x,}, ., is

convergent to some point . ¢ 4 for and gis continuous at -, then < is a fixed point of g

ol
/
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15.2.2Theorem:

Let 4c m and 2.4 —m De such that gz = .. If the Picard sequence {x.},.,is
convergent to some point . =.afor and is continuous at -, then :is a fixed point of =

Proof:

We note that

Thus, -<.ais such that gi=c

In view of this theorem, to locate the zero of a function 7, it is equivalent to locate fixed
point the corresponding function g(x)= x—{f(x)/ f'(x)). The above theorem says that a
fixed point g of can be located if the Picard sequence converges, and g is continuous.

This raises the natural questions:

When does a function z have a fixed point?

When does the Picard sequence converge?

The answers are given by the next theorem.

15.2.3Theorem (Picard’'s Convergence):

Let g:[«.&] —IRDbe a continuous function. Then, the following hold:
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0)
(it)

1)

(2)

If g([a,2])c[a,2], then ghas a fixed point in [&,2].
Let g has a fixed point x* €[a.#]and {x”}nleis a Picard sequence for g with any starting
point
e[a,&]. Suppose, g'(x)exists for all x (&) with
|g'{x)|£ o forall xe(a, &),
for some constant z < 1. Then

{z,} ., satisfies the relation:

o+
Igx — X

' |

= gt |x|:| —x |.a=012 .

The function g has only one fixed point and {xn}nz converges to that fixed point.

1

ol
i
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15.2.3Theorem (Picard’'s Convergence):
Proof:

To prove (i), consider the function
Aixh=gix)— xfor x €[a, ]

Then, :is a continuous function. Since gra). gz e[a.21,
Blah=gla)l)—a=0and (& =g (&) —& =0,

Thus, by the Intermediate Value Property for continuous function, there is exists

x E[a,b]SUCh that

#(x")=0,thatis g[x )= x". To prove (2) of (i), suppose that ,~is another fixed point
of ¢in [«.z]. Then, by the mean value theorem for :in the interval joining ;sand =,
we have

|JrM —x|= |g(xw)—g(x*) = |g'{c)| |x**— x
for some between x* ana x™. But this is impossible, since |z <1. Thus, ;is the
unique fixed point of zin [s.z]. This proves part of (2) in (ii). We next prove (1) in
(ii). Let us fix any x, e[«.2]. Then

Hpy = 2(7), 2 =012,

Thus, by the mean value theorem for zin the interval joining x* and x, for every » =1,
there exists some -, between x, ang z“such that

»

*

T — % | = g G) — 2| = & (o0 )| — 7]
Since |g*(c,)|= . We have

Ed
-1 —

* 2 n+l "
Ky — X |2 |xn = =fe |Jq:|—x|.

£
— <
T — % |

This proves (iii). Finally,

D=g <1 impliesthat &' 50 asn —om

Hence, » , — x". This proves the theorem completely.
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15.2.4Example:

Consider the function
gix)=rcosx, for x[0,1].

g(0)<[0.)

Further, for x= (0,1,

Then

|g'(x}| = |— sin x| =sinxZa=sinl<l
Hence, there is a unique ;" = [0,1]such that cos x =« . In fact, if X € [0,1],then the Picard

sequence given by
X, % = COS X, Xy = cos(cos xy .,
satisfies the relation

*
AaH TR

and it converges to ,*.
As a consequence of Picard's convergence theorem, we have the following:

E[sin 1)n+1 ‘;q:, —x*‘,m =012 ..,

15.2.5Corollary (Convergence of Newton sequence):

0)

(ii)

Let 7:[a.b]—IRbe such that 7, f*are continuous, 7'(x)= 0forall xe[a &]and f"(x)exists

for all x e{a.&). Further suppose that

For all xe[a.2],
LS
Sx)
There exists g «1with the property
Jix)f"ix)
[f1(x)]

Then, there is a unique x" [4,5]Such that f(x*) = 0. Further, the Newton sequence for

E[a:,b].

Zaforal xe [a,b).

J with any starting point x, [« &]converges to .*.

ol
i
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15.2.5Corollary (Convergence of Newton sequence):

Proof:

Let

gla)=x— ;’if; for all x = [a,b].

Then by (i), z:[«.2]— mis continuous

on and is differentiable on . Further, by (i), for all ,
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[a,b] (a.2) xe(a.b)

Ny @],
| @y

) f(x:lf (x)
A

o =1

|lg" ) = |t

Hence by the Picard's Convergence Theorem, the function :has a unique fixed point
< in[a,2], Which is then the unique root of sin [4,5]. Further, if », [a,2]is any

starting point, then the Newton sequence for sis, in fact, the Picard sequence for -.
Hence, Ty — L85 2 —> 00,

15.2.6Example:

Let

Fx)=x —3for xe[5/4,3/2].
Then,

-[f @1 5@]= (22" +3)1 35
we claim that

5 2x°43 3
2 ?—ga,fmanxe[ﬁm,afz].

This will be so if
1522 2827 +12 and 4x° +6 =927
le.,
8x° —15x°+122 0 and 42 —9x° +6 =0for all[5/4,3/2]

which is easy to check. Also, for xe[5/4,3/2],we have

3
7@ =38 aflF-3l) 2
| [f (x)) | 9x" 3|«
Hence, if x, =[5/4,3/2],, then the Newton sequence given by

2 1
xn+1 = gxn +F,H = 0,1,2,...,
H

converges to the positive cube root of 3.

15.2.7(Linear convergence of Picard's method):

Let g =[a,2]—[a,&]be continuous. Suppose that g'(x)yexists for all x e(a,2)and there is a
constant g such that

|g'(x)|£a < 1for all x € (@, ).

Then, it can be shown that g has a unique fixed point ,*in [a,g;.]and that for any initial



(i)
(ii)

point x; e[a,&], the Picard sequence x,for g satisfies

o+
Tnyl &

®

salx, x|,

i.e., the convergence of the Picard's sequence is linear.

Practice Exercises
Let

2

Fixy= [x— lj .
Show that the sufficient condition

=1

‘f(x)f”(x)
F(x°

for the convergence of Newton 's sequence is not satisfied for all xin [0,2], however for
any starting point x; =1, the Newton 's sequence {xn}nzn actually converges to the root

xr=1.

Show that each of the following functions maps the interval ; mentioned against it into
itself and has a unique

fixed point in that interval. Also, show that for any initial point x;in the interval, Picard
sequence converges to this unique fixed point:

Megixi=cosx, /= [D, 1].

1
|:||:| g(x} :F, f:[[:l,].]
X

fan x

liNg(x)=1+ ,i=[0,2].

(Let x; =1.5and compare the iterates with those of the Newton method found in
Problem1(ii) of previous section.)

Let z(x) =%, xe[0,1]. Show that for the initial guess =z, =, the Picard's sequence
converges to the fixed
point »=1. Why does it not contradict theorem 15.2.3.

Let g:[2.&]—[a.2]be a one-one function. Prove the following:
¢ €[a,k]is a fixed point of gif and only if it is also a fixed point for ;1.
If |g'(x)| > 8 = lforall x €[a.B] and ¢ €[a,®]is a fixed point of g, then it is unique, and

o= nlinm(yn 1,



where y, = g{x)for some x; e[a.k]and y, ;=g () ¥azl
5. Using exercise (4), find fixed points of the following:
() fix)=2x+1xe[-2-1].
(i) Fix)=x"+x—1xe[-2,—1]-

Recap

In this section you have learnt the following

Picard's Method for finding fixed points of functions.

Sufficient conditions for the convergence of a Newton sequence.
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