Module 3 : Differentiation and Mean Value Theorems

Lecture 7 : Differentiation

Objectives
In this section you will learn the following :

e The concept of derivative.

e Various interpretations of the derivatives.

7.1 Differentiation
We saw in the previous module that the concept of continuity helps us to understand a function better: the
graph of a continuous function does not have any breaks. Next, we look at a property which helps us to
analyze 'smoothness' of the graph. Let us look at the graphs of the following functions f and g :
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Though both the functions are continuous functions, their graphs do not have any breaks, the graph of f is
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‘qualitatively’ different from the graph of . We shall make this more precise. The graph of fhas an
‘edge’ or a ‘corner’ at a point x =, where as, the graph of g is ‘smooth’. Geometrically, we can draw the
tangent line to the graph of £ at every point, where as this is not the case for the graph of the function j'
at the point (¢, {(«)). Note that, to draw the tangent line at a point, we only need to know its slope. But

before we try to do so, we have to decide what we mean by the ‘tangent line'? This is not as simple to
answer as it seems. For nice graphs, like that of a circle, it is easy: it is a line that intersects the circle only
at one point. However, if we consider graph, like that of the trigonometric function cos ;, then the line

seems a tangent, is not acceptable by the above definition.
The line  will be an acceptable tangent if we modify our definition that the line should intersect the graph




L
only at the point under consideration in some neighborhood of it. Now in order to find the slop of the
tangent at a point P, consider a nearby point {on the graph and consider the secant line, the line

through Zand (.
L
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The tangent line at & now can be thought as the line obtained as the point Qmoves on the graph and

comes closer to the point &, eventually merging with 2. If the graph is that of a function y = f(x), Fis

(e, fieNrand Qis {x, f{x)), then
the slop of the line P{J= M ,

c— X
and the slop of the tangent line at F should be the limiting case of the above slop as x approaches c.

Click here to View the Interactive animation : Applet 7.1

This motivates our next definition.

7.1.1Definition:

Let 7 (g, by —Rand ce(ab).

(i) We say that j is differentiable at the point « if
. o= Fix
Lo S )

exists, and in that case
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is called the derivative of j at the point ¢ .

(i) We say that f is differentiable on (g, &)if f '(r) exists for each ¢ & (,&). The function f'is called
the  derivative of j .

(iii) The limit,
e i L= Sl
fe= g T,
is called the left-hand derivative of f at ¢

(iv) The limit
. + k- [

is called the right-hand derivative of f at .

Note that exists iff both both and exist and are equal.
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7.1.2 Examples:

() Let f: i@, b1 —IR be any constant function. Then, for any ¢ & (&,&), since f{x)— fiz) =0, we have
Fle)=0 forall ..

(ii) Consider the function f B—=1H, f{x} = xn,;g M. For any - = B, f '(,g] = ch—l_ To see this, note

that
ngjtl [%J = %igh{mcn_l +5h [(:]cn_g + .. +;2n—1 :|jL = ch—l

Flicr= ne

(i) The function f B — IR, f{x)=sin x, is differentiable at every ; = [ . To see this, observe that

. cesh-1 cost k-1 _ sin h [sinﬁz] )
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Hence, using the formula

_sinf{c+h)—sine . (cosﬂz—l]_i_ [sin}'z]
}412:}] P —A% sne P CoRE P :

= CosC

Hence,

Similarly, the function 2 X is differentiable at every - = [ and its derivative at x = iS —gig ¢ -
(iv) The function f R —=IR, f(x]l = |x| is not differentiable at » =[] since
J_W=-1=1=7,00)
(v) Consider the function #{x) = 7;”3,;; I} . Then
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Thus, i
T

Hence, 7(x)= XUE is not differentiable at x =1 .
Click here to View the Interactive animation : Applet 7.2

Another equivalent way of saying that j is differentiable at x =¢ is the following:

7.1.3Proposition

Let fia, b)) =R and c eia,b) Then, {icdifferentiable at cif and only if theres exists a real
mmber e and a function e(k) (—3,+8) S, for some & > 0 such that

Jim, (%) =0and fle+ky = floy+h[si+al
And ,in this case o = F'(e).

Proof
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7.1.3 Proposition
Lot Fola b)) = Band e elab) Then, ficdifferentiable ai cif and onlv if there exists a real
mumber e IR and a funcon gk (-8, +8) =R, for come & =0 such that
Jim, g()=0and flc+k)= Fley+h[si+eal
And | in thiz case o= f'{e).

Proof:

Suppose { is differentiable at ¢ . Let § be such that {.:' —-Jc+ 5} (@ &) . Define
f{C‘l‘.‘gﬂj—f{C) _fr(l:'), D _::ligg| {5

£k = i
] Jar k=1

Then, f being differentiable at x = implies that ]hlilb = (Eﬂl =0, and the required claim follows with

e= 7'zl

Conversely, if (i) and (ii) are satisfied for # , then clearly

lim [ﬂﬁm_ﬂcj —m]i lim |e (43]= 0.
h—=0

h—=0 k

Hence, f is differentiable at x =c with = f '{¢).

7.1.4 Note:

Note that, for a function j differentiable at x =, the function £ (%) as defined (in the proof of above

proposition):
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where 4 is such that (.r; -d,c+ 5} Z (a,b) is the error made in measuring the slop of the tangent to the
graph of f at x = by the slop of the secant joining (, f(c))and (¢ +A, f{c+4&)) . Further, if § = (is
such that (—5, +.f|'] C (&, &) then for () .;:|,£g| < g

Sle+i=[Fe)+hf (©)]+he ).

Thus, fiz+%)— F(z), the change in the values of f from x=¢to x= .+ . is approximately given by
#7 '(c) the error being % € (%) . Hence, in a neighborhood of ¢, the function f can be approximated by a
linear function, L{x):= fici1+{x—c)f ). The quantity & (c;#) =& (<), is called the differential of
_f at = . This aspect of differentiation plays an important role in many applications.

We show next that the property of a function being differentiable is stronger than that of continuity.

7.1.6 Examples

(i) Let

=10
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0

for x =10

The function f is not differentiable at y = (1, since it is not continuous at x =(J .

1
(ii) Let f{x} = xﬁ, x >0, where 22 is a fixed positive integer. We saw, in example 2.3.2(iv), that f is

a continuous function. Let g{x} = .x » 0, and ¢ » 0be a fixed point. Define for zx (]

( - !
g(x—]llc forx=c"®
PO
dg %
—| for x=c™.
i fix x:cﬁ

Then, f* is a continuous function, and f being also continuous, f*af is continuous with

. J n-1
(For)le) -2

k=

ril—

X =

Thus,



= =

=l
—

vl ey 1

I (f*af)[x)

(iii) For the sake of giving example and illustrations, we shall assume the existence of the logrithmic
function

(which we shall define later in lecture ):
log: [:U, mj — R
is a bijective function with the following properties :

) logixy) =log(x) +logly) forevery x,» > 0-

. 1

@i lc}g[—] =—log(x) foreveryx >0
x

(i) o)y =0

(iv) log(x)is differentiable everywhere with

i[1-::ugx)=l, x»0

dx x

7.1.7 Note:

(i) The converse of the theorem 7.1.5 is false. For example, consider the function

Fxy=|x

.x= IR . Itis continuous everywhere, but it is not differentiable at - =J.
(ii) Saying that a function f is not differentiable at x = means that either of the following happens:
Case (i) : The function is not continuous at x = .

Case(ii): The function is continuous at x =, but

GER(O

X=iZ r—-r

doesnot exist

For example, both the left and the right hand limits



]gﬂaf(ﬂ-‘”?]"f(-f} and ]hiﬂ%.f
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may exist, but are not equal. In that case we say that j has a corner at

(c+ &) - fle)
h

Another possibility is that

o S S

= 4w gr —w
X = r—c

In that case, we say that f has a vertical tangent at x = .

I=C.

Some results that help us in computing the derivatives are given in the next theorem.

7.1.8 Theorem:
Let # g (a.2)—R and ce [a,.._i;.:]. If f,g are differentiable at ¢ then the

(i) The functions [_f + g) are differentiable at x =~ and

(Fteg) (=7 ) tg ()

(ii) For every r IR, the function #f is differentiable at ¢ and

(/) () =17'(e) -

(iii) The function fgis differentiable at = and

(&) (©) = fDgl) + Flg'e)

(iv) If giz) = 0, then the function f /g is also differentiable at ~ and

[g]( )

following hold:

oY= Silelg e - J;(ﬁ-‘]'gf ()
[g(c)]
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7.1.9 Examples:

(i) It follows as a consequence of the above theorem that every polynomial function
plx)=a, tax+  +a,x

is differentiable. Similarly, every rational function

rxy =B =0,
qlx)

is differentiable, whenever it is defined. Its derivatives can be computed using the examples and
theorem 7.1.8
given above.

(ii) Let f{x}=x”,xeﬂ, where xis any negative integer. Then, using theorem 7.1.8(iii), fis

differentiable at  every x = [ with

-n-l
, nx -
=== !

(=7)

7.1.10 Other notations for the derivative:

We have already used the notation f'{z} for the derivative of j at the point £ . Some other notations
are as follows:

Y b

dx X=c

dy

Sometimes, the notation ~—is used for the derivatives of ¥ = f{x)at the point x. In this notation the
dx

use of the variable x is ambiguous , as it is used both for point where the derivative is being evaluated as

df

well as the variable of differentiation. Any case, the symbol = gy _y’ for y= f{x} is just a notation
adx dx

for the value f'(x), and it should not be regarded as a fraction of &f and «x, &y and ax.

7.1.11 Extension of the derivative concept:

Let f:[a,&]—=IR. We say fis differentiable at the end point 4if f, {a)exists. Similarly, we say fis

differentiable at the end point } as well as . (&) exist.
7.1.12 Example:

Let us find the tangent line to #{x) = xj at a point, which passes through the point (3,5). The equation of

the tangent line to the graph of j at the point (.;:,.:gj is

¥y = Flc) +[x—c :lf“(c} =t + 2x—-cic-
To pass through (3,5), we must have
5= +2¢(2-c), e, c=1 or O.

Hence, the points on the graph of { are {1, T} and (3,23} the corresponding tangent lines are



v=2x-1,y=10x-25

7.1.13 Interpretation of f ') :

(i) Geometric interpretation:

That fis differentiable at  means that the graph of 3 = f{x) is ‘smooth’ at ¢, i.e., it is possible to
define analytically the notion of unique tangent line to f at  as follows:

y=£.(xj:=(x—c)f'[c) +f[c)-
If #'{c) =0 then
P G N
»y=nx}: e Sl

is called the normal to § at x =¢, and x = ¢ is the equation of the normal when § 'z} =10.
(i) Rate of change:

For a function f:(a &) —R, andce (g, ), the ratio (f{c) - f(x))f{c —x)can be thought of the

average change in the values of fwhen its argument changes from = to a near by point x . Thus, if f
is differentiable at ¢, then

. c)— Fix
7(0)= lim T€) 7S @
X =0 r—r
can be taken as the rate of change of f at «.

(iii) Physical Interpretation of f"{r):

Let () denote the distance traveled up to time { by a body in linear motion. Then, f'(f} represents
the rate of change of distance at time {, is called the instantaneous velocity of the body at time {.

7.1.14 Examples:

(i) Let

x sin [l] for x €(0,1]
Fix)= x
a forx=10

Then, f is differentiable at every point x < ((],1], but not at x=10.

(i) Let f(le:x% re[-1,0] Then fis differentiable on [—10)but not at x=10. In fact § has

vertical tangent
at x=10.
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Practice Excercises: Derivative

1. Using the definition evaluate 7 '{x) for the following
() fixi=xatx=0.

(i) F(xy=nfxatz=0

(i) Fix) =——12—,xi 0,foranypoint x=¢ .
x

geData=1

1
(iv) f(x)zﬁ

1
> Show that J LX) = x5, x€lR isnot differentiable at x=0. Doesthe graphof f have a tangent at (0,0 ”

3. Give example of a continuous function which is differentiable everywhere except at point x = +7] .

4. show that if 7 IR — R is differentiable at x =g . Hence, | 7(x)|is differentiable at x =g if and only if
|f(@)]=0.

5. Let P be any polynomial of degree # such that p{c)=0and p'{c)= 0. Show that
Fixi= (x—r:}z QM x),where Q{x) izapolynomialof degree (x—2) -

6. Find the equation of tangent to the curve 3= x2 —4 at the point when its graph intersects the two axes.

7. Find the angle of intersection of the graphs of function

.7:2 3
0) Silx)= E:E(?ﬂ' = iz
xz
@%ﬂﬂ=3uﬂﬂ=f@—ﬂ-

8. Llet ¢¢= f] f5.... f,where each fis differentiable at x = . Show that if g{z) = 0,

gy T
N ORRAG)

Jule)
Fule)

Then +..... —+

9. Let f{x)= |x+1|+|x—1|- Find the points » = [ where # is not differentiable. Can a tangent be defined

to the
graph of_f at these points.

10. Find the values of % = such that for f(x) = xz +Ex+¢,the line = Xis a tangent to the graph of f
at

(2,720 -
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11.Give an example of a function §:{az &) — « < ixz,k) such that Jleth - jle—h)

exists but fis
2k

not
differentiable at x =¢ .

(Note that the converse holds)

12. Let f:[R — IR be defined by, for % = (J an integer,

1
xk 2in (—] for x = D,

Jix)= X
0 ifx=10.

Prove the following statements

(i) For =10, fisnotcontinuous at x=1l.

(i) For k=1, fiscontinuous at x=10.

(i) For =72, f is differentiable at x =), but #'{x)is not continuous at x =1 .
(iv) For =73, fisdifferentiable at x =0, and 7 '{x)is continuous everywhere.

13. Let

F[-1,1] = B bedefined by
7 . 1
sn | — forz=10
Jix)= x
0 ifx=10
Show that # is differentiable everywhere on [—1,1] but #'(x)is not bounded on

[—1,1], (hence is also not continuous on [—1,1] ).

Historical comments:

The notion of derivative of a function at a point evolved out of the efforts of the mathematicians during the
seventeenth century to solve the following problems:

(i) The tangent line problem:
The problem is: how to define tangent line to curve at a point? This problem arose in the study of passage
of light through a lens. It was important to know the angle at which a ray of light strikes the surface of the
lens.



(ii) Problems in mechanics:
How to represent intantaneous velocity and acceleration of a moving body?

(iii) Maxima / minima problems:
How to find the maximum and minimum of a function? For example, to find the angle at which a missile
should be fired so that it has maximum range. In astronomy, it is of interest to know when will a particular
planet be at a maximum/ minimum distance from earth.
Mathematicians who contributed partially to solve these problems were Pierre de Fermat (1601-1665),
Rene Descartes (1596-1650), Christian Huygens (1629-1695), and Issac Barrow (1630-1677). However it
was the work of Issac Newton (1642-1717) and Gottfried Wilhelm von Leibniz (1646-1716) which laid the
foundation for calculus. For detailed biographies of these mathematicians visit: http://www.gap.des.st-
and.ac.uk/history/mathematics.

Recap

In this section you have learnt the following :

The concept of derivative.

Various interpretations of the derivatives.
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