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Analysis of covariance with one split-plot covariate

There are various possibilities for the analysis of covariance in a split-plot experiment, e.g., there can be a covariate for the
whole-plots and not for the split-plots, a covariate for the split-plots and not for the whole-plots, or to have different
covariate for the whole and split-plots. The adjustments to the treatment means can be messy and so choose the model

carefully. There is no simple unique way to use and adjust for covariates in split-plot experiments.

Assume that the covariates are part of the experimental units rather than responses to the treatments applied. This means
that treatments do not affect the covariates and so the covariates are available to the experimenter at planning or execution

stage. The covariates are observable constants in the model.

Development of model for one covariate at the split-plot level

Consider a very basic model for a split-plot experiment with whole-plots arranged in an RBD and one covariate that is

associated with the split-plot experimental units,
Ypj =+ W+ @)y + S; + (wx S)ij + B + g(z)hij ,

where h=1,..r,i=1..tand j=1,..,s and the covariate is Xpjj- Assume that the whole-and split-plot treatments are

fixed effects, implying that W, =S, = (wxs), = (wxs);, =0. The X 'S are observed constants. We further assume
that £(1),; and g(2)hij are identically and independently normally distributed, each with mean 0 and variances o7 and 022,
respectively. Moreover, they are mutually independent also.

Rewrite the model to isolate the covariate’s contribution to bias and variance. Since there are two types of experimental

units, two sources of error, first to split Xnij into X, , (corresponding to the whole-plots) and (Xhij —X.;,) (for the split-plots).



The model is generalized to allow different regression coefficients by introducing " for the whole-plot part of the analysis

and g° for the split-plot part. The model then becomes

Yhj =+ T+ W + "%,

hio

+&(D),; +5; +(wxs); + ﬂs(Yhij ~ Rio) + €(2)y-

Now write the model in a form that explicitly shows how the covariate contributes to the bias of the estimated whole-and

split-plot factor effects and the variance components. Using the identities

Yhio = 7000 + (Yhoo - Yooo) + (Xoio - Yooo) + (Yhio - Yhoo - Yoio +X )

000

and

(Xhij - Yhio) = (Yooj - Yooo) + (Yoij - Yoio - Yooj + Yooo) + (Xhij - Yhio - Yoij + Xoio)’

the model is rewritten as

yhij =Mt ﬁwyooo +I+ ﬂw (Yhoo - 7000) W+ ﬂw (Yoio - Yooo) +ﬂw (Yhio - Yhoo - Yoio + Yooo) + ‘9(1)hi + Sj
+ ﬁs (Yooj - 7000) + (W>< S)ij + IBS (Yoij - Yoio B Yooj + Yooo) + IBS (Xhij B Yhio B Yoij + Yoio) + g(z)hij (2)

= +1 W+ B (Kt — Koo — Koo + Xoo) + D)y + S? +(wWx 5):; +IBS(Xhij — Xnio = Xoij T Xoio) + €(2)pj

000

where
H*= it B %,
Lo=r+p" (Xioo — Xo00)
W =W+ B (Ko =~ Xooo)
S; =5+ B° (X — Xono)

(Wx s)’jik = (Wx8); + B° (X = Xoio — Xogj + Xoo)-

000



The extra termsin  4*,I,W,,s; and (wWxS); represent the contributions to the bias from the experimental units via the

covariate and 8" (X, — Koo — Xoio + Xono) @Nd B° (X — X0 — Xy + Xy0) the contributions to variance. The analysis of

covariance provides adjustments to remove all of these.

Analysis of covariance table

Once model has been constructed, the whole-plot part of the design matrix is orthogonal to the split-plot part and it is

possible to do the analysis of covariance and estimate all the parameters. The first step is to construct a compact analysis

of covariance table as follows:

Analysis of covariance table

Source y —variable Whole-Plot  Covariate Split-plot Covariate
Mean M, M,y M, x,

Blocks B, B,., B, x,

W WW way WXwa

Error(l) EQ®),, EQ,,, E@yx,

S S, Sy Six

W xS W xS, WS, , WS,
Error(2) E(2),, E(2),, E(2),,
Total T

yy




The quantities in the column labeled “y-variable” are the usual analysis of variance sums of squares. The columns under
the heading “Whole-plot covariate” contains the sums of squares computed using the whole-plot covariate. The other
columns contains the sums of cross-products involving the y-variable and then whole-plot covariate. Similarly, the two
columns under the “Split-Plot Covariate” heading contain the sums of squares and the cross-products involving the split-plot
covariate. The x,, and X, subscript identify terms computed using the whole-plot and split-plot covariates, respectively . For

example
E(l)xwxw = SZ Z (Yhio - Yoi - Yhoo 7000)2
h i

and

E(Z)xsxs = ZZZ(Xhij — Xaio — Xoiy + Xoio)” -
hoT ]

The expected values are as follows:

E[EQ),, |=(r-D(t-1)(o} +5s07)+5(B") ZZ(xh.o o~ Xhoo & Roao)

E E(l)XWy:I—Sﬂ ZZ(XhIO 0|o Xhoo+xooo)

E (E(l)X ) :|_S (ﬂ ) |:ZZ(XhIO 0|o Xhoo+xooo) :| +S(O_2 +SO_1 )ZZ(XhIO 0|o Xhoo+xooo)
EjE(Z)W]=(r—1)t(s—1)a§+(ﬂS)ZZZZ(xm,-—m—f +%yo)

E:E(Z)XS:I ﬂZZZ(Xhu Xh|o 7 +70|o)

E:(E(z)xsy)z]:(ﬂs)z[zh:ZZj:(xhij_Yhio_Y 70.0)2} +O—2222( hij ~ Xhio — Yoi' Yom)z'



Then
L E(1)XWy
e
. EQ),,
-
E(5")=p"
E(5°)=p°

(67 +s07?)

Var[ﬂW] B Sz Z (Yhio - 7oio - Yhoo + Yooo )2

h

_ (o5 +3s07)
E@ys,

2
O

var[f,]= 2
Zh:ZlZ:(Xhij = Rio ~ Fngj * Ko)
i

2
O,

TEQ,,

Note that there is no wasted degree of freedom if there really is one covariate in the whole-plot stratum and another in the

split-plot stratum and the two effects are additive in the whole-plot stratum.



Adjusting the whole-plot error for the covariate gives

MSE(1)* = 1 EQ). — EQ,,,
[(r_l)(t_l)_l] Y E(:l')xwxW

with (r —1)(t —1) -1 degrees of freedom. Notice the superscript “a” indicates a mean square adjusted for the covariate.
E [MSE(l)aJ = 022 alx Saf . Adjusting the split-plot error gives

MSE(2)* = 1 E(2) _E@,
[(r-Dts-1)-1] " OEQ),,

with (r-1t(s—1)—-1 degrees of freedom.
E[MSE(2)° |=0;
The treatment and interaction sums of squares must also be adjusted for the covariates to provide proper tests of

hypotheses. In the whole-plot stratum, the adjusted whole-plot treatment sum of squares with (t — 1) degrees of freedom is

MSE? =—1 | w —[WXW”E(DM :
t-n| " [w,, +EQ?, |

X Yw

Similarly, in the split-plot stratum,

Mss® =—-|'s LS +E@,

(s=D| ™ [S,, +E@),, ]

N (wxs, )+E@),, | E@2,
MSW S )_(t—l)(s—l) WxSy)= WxS,, )+E(2),, +E(2)XSXS



Tests of hypotheses are performed using the adjusted mean squares. For whiole-plot treatments, use
_ Msw*
MSE (1)*

with t-1 and (r—-1)(t—-1)—1 degrees of freedom. In the split-plot stratum, test the split-plot treatment using

 Mss®
MSE (2)°

with s -1 and (r-1t(s-1)—1 degrees of freedom and the interaction of whole-plot and split-plot treatments is tested using
Fo MS(W xS?)
MSE (2)?
with (t-1)(s—1) and (r-1)t(s—1)—1 degrees of freedom.
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