NPTEL- Probability and Distributions

MODULE 6

RANDOM VECTOR AND ITS JOINT DISTRIBUTION
LECTURE 33

Topics

6.10.2 Transformation Of Variables Technique

6.10.2 Transformation Of Variables Technique

The following theorem, whose proof is similar to that of Theorem 2.1, Module 3, deals
with joint probability distribution of functions of a discrete type random vector X.

Theorem 10.2.1

Let X = (Xl, ...,Xp) be a discrete type random vector with support Sy and p.m.f. fx ().
Let g;:R¥ > R,i =1, ..., k be k Borel functions and let ¥; = g;(X),i = 1, ..., k. Define,
for Y= Vi) € R, Ay = {x=(x1,...%) € Syt g1(x) <y1, gk (x) <
vk} and B, = {x € Sx: g1(x) = ¥1, ..., gx(x) = yx} .Then the random vector Y =
Yy, ....Y3) i_s of discrete type with distribution function

Fr(y)= ) fu@), yert

geAJi

and the p.m.f.

fi(v)= D fux), yeR.

EEBX

We will denote the Cartesian product of sets A4, ..., A,, by [T, A; = {(xq, .., X )i x; €
Ai,i = 1, ,m}

Example 10.2.1
Let Xy, ..., X, be independent random variables with X; ~ Bin(n;, 8), where n; € N,i =

1,..,pand 6 € (0,1). Without using the m.g.f. of Y = ¥F_, X, find the p.m.f. of Y.
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Solution. For finding the probability distribution of Y using the uniqueness of m.g.f. see
Example 7.2. The joint p.m.f. of X = (X3, ..., X,,) is given by

P
fg(&) = Hin (%)
i=1

p p
n.
() e —oym, ifx e | |{0, 1,
l
=1 i=1

i

0, otherwise
p p
n.
- <I ](xf)>92f=l"i(1—9)”—2511’”, ifxe] [0.1..n
- L
i=1 i=1
0, otherwise

where n = ¥P_, n;. By Theorem 10.2.1, we have

fry) = z fg(&), yER,

X€By,

where, for y € R,B, = {x € Sy:x; + -+ x, = y}. Clearly, for y € {0,1,---,n}, B, =
¢ and therefore f,(y) = 0. Also, fory € {0, 1, ..., n},

fr @) = Z Z fu(x)

x1=0 xp=0

Xyt tx,=y
ni My p
n; P . _yP .
= Z Z (1_[ (xz)> 02i=1x1(1_0)n Yo Xi
x1=0 Xp=0 i=1
x1+ +xp=
ny My P \‘
n.
Z Z ( (xi)> 67 (1 — 6)"~Y
x1=0 xp=0 i=1
X1t tx,=y ‘/

- (;) 6Y(1 — )",

Therefore
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n
(y) 97 (1—6)", ify € {0,1,..,n}

0, otherwise

fr) =

)

i.e.Y ~Bin(n, 6).u
Example 10.2.2

Let X3, ..., X, be independent random variables such that X; ~ P(4;),i = 1, ...,p, where
;> 0,i=1,..,p. Without using the m.gf. of Y =%  X;, find the probability
distribution of Y.

Solution. For derivation of probability distribution of Y using the uniqueness of m.g.f.
see Example 7.4. We have Sy = {0,1,...}7. The joint p.m.f. of X = (Xy, ..., X, ) is

p
@) =] [0
i=1

p
A
_ e~ Zim1 ki (1_[ - |>, if x = (xl, ...,xp) € {0,1, ...}p.

x;!
i=1 *

0, otherwise

Using Theorem 10.2.1, we have

FO) =) fi@, YER

X€By,
where, fory € R, B, = {x € Sy:x; + -+ x, = y}.
Fory ¢ {0,1,...}, B, = ¢ and therefore fy(y) = 0.

Fory € {0,1,...},

=Y -y 6_2£Y“<I%It:>

x1=0 xp=0 i=1

X1+ +xp=y
_yvP i o0 o0
e~ Zi=1 ki (x1 + -+ xp)!
= /‘llxl ...Apxl’
! Xl xy!
y x1=0 xp=0 1 p
X1+ +xp=y
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e—Zf=1/1i(Al o Ap)y
—_— y! .

Therefore,

(51, 4Y

) = T iy ez,
0, otherwise
p
ie,Y~ P(ZA‘)'-
i=1

Example 10.2.3

Let X1, ..., X, be independent random variables such that X; ~ NB(r;,0),0 € (0,1),r; €
{1,2,..},i=1,..,p. Without using the m.gf. of Y=3F X, show that
Y ~NB(XI_,7,0).

Solution. For a solution utilizing the uniqueness of m.g.f. refer to Example 7.3.0ne can
also provide a solution based on methods used in solving problems 10.2.1 and 10.2.2 by
using the identity

O OO (mtk—1y (r 4k, —1 Z,+ 1
ZZ (1 1 )(p 0 ): LTty , y€{0,1,2,..}.m

p

Example 10.2.4

Let X; and X, be independent and identically distributed random variables with
X1 ~NB(1,p), where p € (0,1). Find the distribution function of ¥ = X; + X,. Hence
find the p.m.f. of Y (also see Examples 7.3 and 10.2.3).

Solution. Since X; and X, have the common support S = {0,1, 2, ... }, we have Fy(y) =
0, ify < 0. Moreover, fory € [k, k+ 1),k € {0,1,2,...}

Fr(y)=P({X; +X; <y}
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=) P +X <k X, =)
j=0
=) P <k—jX =]
j=0

= D P({Xy < k= PP, = ],
j=0

We have P({X; < 1}) =0,ifle {—1, —2,..}and, forl € {0,1,2, ...}

l
P < 1) = ) P (U =)
=0

l
= Z(l —-pVp
j=0

=1-1-p"*h.

It follows that, for y € [k, k + 1),k € {0,1,2, ...}

k
Fe) = ) P((X < k= )P, =)
=0

k

= > (1= =pI ) p(t - py

j=0
=1-(1-p)*-(k+ Dp(1 —p)*+t.

Consequently

F ) = {o, ify <0
YW Z U@ -p) —(k+ Dp(1— ), ifk <y <k+1,kef0,1,..}

Clearly Y is a discrete type random variable with support Sy ={0,1,2,...} and for
k € Sy,

P{{Y = k}) = Fy(k) — Fy(k -)

= Fy(k) - Fy(k -1)
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= (k + Dp* (1 - p)*.
Therefore the p.m.f of Y is given by

ﬁ@0={3+1wzﬂ—pv,ﬁyeﬂxLzmy_

, otherwise

Example 10.2.5

Let X; and X, be independent and identically distributed random variables with common
p.m.f.

_(6(1—-6)"1, ifxe{1,2,..}
fe) = {0, otherwise
where 6 € (O, 1) Let Yl = min{Xl,Xz} and YZ = maX{Xl,Xz} - min{Xl,Xz}.

(i) Find the marginal p.m.f. of ¥; without finding the joint p.m.f. of Y = (¥;,Y3);
(if) Find the marginal p.m.f. of ¥, without finding the joint p.m.f. of Y = (Y1, Y;);
(iii) Find the joint p.m.f. of Y = (¥, Y3);

(iv) AreY; and Y, independent?

(v) Using (iii) find the marginal p.m.f.s of ¥; and Y5.

Solution. The joint p.m.f of X = (X, X;) is given by

62 (1 — 9)x1 tx=2 , if (xl,xz) ENXN
0, otherwise ’

fulo 1) = Ff () = |
where N = {1,2,...}. Clearly Sy = N x N.

(i) By Theorem 10.2.1

f0) = ) fyGax), yER,

X€B,,

where, for y € R , B, ={(x1,x;) € Sx: min(xy,x,) =y}. Clearly, for y¢
{1,2,..} =N, B, = ¢ and therefore fy, (y) = 0.

Fory € {1,2,...}
B, = {(xl,xz) € Sx: X = x5 = y} U {(xl,xz) €Sx:x; =Y,x € {y+1,y+2, }}
U{(xl,xz) € Sxix1 =Y, X5 E{y+1,y+2,...}}
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= Bl,y V) BZ,y V) Bg’y, Say.

Clearly, fory € {1,2, ...}, B, 5, B;,, and B3 ,,, are pairwise disjoint sets. Therefore, for

y €N,
frn) = z fx (x1,%2) + Z fx (x1,%2) + 2 fx (x1,x2)
XEBy, XEByy X€EB3,y
—07(A-0P 2+ ) QA-0 T+ Y 71— )
x1=y+1 xp=y+1
=02 (1- 0 +20% Y (1-0)*2
x=y+1
=0%2(1—-0)2»2 + 26(1-6)>1
=002 -6)(1-6)>2
Therefore,
_(02-6)1-0)>72, ifye{1,2,..}
frn ) = {O, otherwise '
(i)  We have

fr, @) = z fx (1,%2), YER,

X€By,

where, for y € R,

B, = {(xl,xz) € Sy: max{xy, x,} — min{xy, x,} = y}.
Clearly, for y ¢ {0,1,2, ...}, B, = ¢, and therefore fy, (y) = 0.

For y =0, B, = {(x1,x;) € Sy:x; =x,} = {(x,x):x € {1,2,...}}, and therefore

fro) = ) 6% (1 -0y
x=1

Forye{1,2,..}
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B, = {(xl,xz) € Sy: max{xy, x,} — min{xy, x,} = y}
={(xx+y)xe{1,2,. . Ju{lx+yx):x€{12..}}
=By, UB,,, say.

Since By, NB,, = ¢, y €{1,2,..}, wehave fory € {1,2,... },

F0) = ) filaxd+ ) fulax)

X€By1y x€Bzy

_ Z 02 (1 — )22 4 Z 02 (1 — §)2+y—2
x=1 x=1

B 260(1 —0)”
S 2-0
Therefore
6
(Ef:7§, ify'= 0
fr, ) = !29 1-6)”

| g ifye{1,2,..}.
kO, otherwise
(iii)  We have, for y = (y4,y,) € R?,

fryu,y2) =P ({min{Xl,Xz} = y1, max{Xy, X} — min{Xy, X} = }’2}}

= P({min{X;, X;} = y;, max{Xy, X2} = y1 + y2})

= z fx (1, %32),

X€EB,y
where, for y = (y;,y,) € R?,
B, = {(x1,x,) € Sy:min{xy, x,} = y;, max{xy, x,} = y; + 2}
Note that, for y = 1,¥2) € N x{0,1,2,..}, B, = ¢ and therefore

fr,y2) = 0.

Fory = (y1,y2) € Nx {0}, B, = {(y1,y1)} and therefore
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fry2) = 6% (1 —6)172,
Also, for y = (y1,y2) € NX N, B, = {(y1,y1 +¥2), (1 + ¥2,¥1)} and therefore

fr 1, y2) = 202 (1 — §)21+7272,

It follows that

0%(1—0)172, if (y1,y2) € N x {0}
frviy2) = 1202 (1 — 0)214272 if (y;,y,) ENXN .
0, otherwise

(iv) By (i)—(iii) we have
fruy2) = fr, ) fr,(v2), ¥y = (y1,¥2) € R,
Consequently Y; and Y, are independent random variables.
(V) From (iii) we have Sy = N x {0, 1, 2, ... }. Therefore
Sy, = {y1 € R: (y1,y2) € Sy forsome y, € ]R} =N
and
Sy, = {yz € R: (y1,2) € Sy forsome y; € ]R} ={0,1,2,...}.

Also

Z frOny2), ify, €Sy,
fY1 (yl) = YZERy1 )

0, otherwise
where, for y; € Sy, Ry, ={y; € R: (y1,¥,) € Sy} ={0,1,2,...}.

Thus, fory; € Sy, ={1,2,..},

o) = Z fr 1, y2)

yZERyl

= i fg()’l'}’z)

y2=0
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=92 (1-0)P12 + Z 262 (1 — g)21+72 2
y2=1

=0(2-6)(1—-6)172,
Therefore

02 -60)1-60)2172 ify, €{1,2,..}
0, otheriwse '

fr, ) = {

Similarly,

Z frO,y2), ify; €Sy,
fr, (v2) = V1€Ry, )

0, otherwise

where, for y, € Sy,, Ry, = {y1 € R: (y1,¥;) € Sy} = {1, 2, ...}. Therefore, for
y2=0

fr) = ) 67 (1— )i
y1=1
and, for y, € {1,2, ...}

fr,(v2) = z 202 (1 — @)?v1+y2—2

y1=1
B 260(1 —0)2
- 2-0
It follows that
0 .
m, lfyz =0
=<26(1—-6) .
fro(72) = 12601 = 6) . ify, €{1,2,..} ®
2—0
0, otherwise
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Examplel0.2.6
Let X = (X1, X, X3) be a discrete type random vector with p.m.f.

Ir ] lf (xl; xZJXB) € {(11 11 O)I (11 O: 1)' (0' 1; 1)}

fg(x1.xz.x3) =

Wl = Ol N

, if (xl,xZ,X3) = (1, 1, 1)

0, otherwise
Deﬁne Y1 = Xl + XZ and YZ = X2 + X3.

(i) Find the marginal p.m.f. of ¥; without finding the joint p.m.f. of Y = (¥, Y,);
(ii) Find the marginal p.m.f. of Y, without finding the joint p.m.f. of Y = (Y, Y;);
(iii) Find the joint p.m.f. of Y = (¥1,Y,);

(iv)Are Y; and Y, independent?

(V) Using (iii) find the marginal p.m.f.s of ¥; and Y;.

Solution.
(i) We have
Pn=y)=P{X +X; =y} =0, ifye&{12}
PV =1}) =PUX; + X, =1})
= P({(X1,X,,X3) €{(1,0,1),(0,1,1)})
= P({(X1,X2,X3) = (1,0, D}) + P({(X1, X2, X3) = (0,1, D})
_ 1
9
and
P(ri =2 =P{X; + X, =2})
= P({(X1, X2, X3) = (1,1,0)}) + P({(X1, X2, X3) = (1L,1,1)})
_>
5"
Therefore,
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4 :
5’ ify=1
={5 .
) {6, e

0, otherwise

(ii) By symmetry

4 ify=1
.
=<5
sz(y) 5, ify -9
LO, otherwise

(iii) The joint p.m.f. of Y = (¥, Y,) is
fr(1,y2) = P({X1 + X2 = y1, X1 + X3 = y2})
=0, if (y1,¥2) €{(1,1),(1,2),(2,1),(22)},
fr(LD =P{X;+X; =1,X, + X3 =1}

= P({(X1, X3, X3) = (1,0, 1)}
2

= 6'
fr(1,2) =P{X1+ X, =1,X, + X3 =2})
= P({(X1, X3, X3) = (0,1, D)})
9’
QD) =P{X1+X,=2X,+X3=1})

= P({(X1, X3, X3) = (1,1,0)})

2
9
and

fr(2,2) =P{X1+ X, =2,X, + X3 =2})
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= P({(X1, X2, X3) = (1,1, 1)})

Therefore
2
I 5 f0uy) € (LD, (1,2, D)
¥2) =41
ROWD =L o =22
0, otherwise
(iv) Since
2
P({Y1 =LY, = 1} 25
# P({Y; =1HP({Y, = 1})
16
al

Y; and Y, are not independent.
(v) Using (iii) we have Sy = {(1,1),(1,2),(2,1), (2,2)}. Therefore

Sy, = {y1 € R: (¥1,y2) € Sy forsomey, € R} ={1,2}
and

Sy, = {yz € R: (¥1,y2) € Sy for some y; € R} = {1, 2}.

Also

Z fg(}’1,3’2)' ify; € Sy,
fyl(yl) = 2 ERyl )
0, otherwise

Whel’e, for V1 € SYl ,Ry1 = {yz € R: (yliyZ) € Sx} = {1, 2}

Consequently, for y; € Sy, = {1,2},

2
fr,n) = Z fruy2) = Z fr 1, y2),

Y2 €Ry4 y2=1
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4
faM =fHAD+ 01,2 =5
and
5
fa@=fQD+£22)=3.
Therefore
(2, ity =1
49’ Iy =
={5 _
le(yl) I§: ify, = 2
0, otherwise
By symmetry

fr,) =f,(», VYYER m

Example 10.2.7

Let X = (X1, X;) be a discrete type random vector with p.m.f. given by

fxl,xz (x1,x7)
1 -1 1
X2
1 1
0 4 2
1 3
2 16 16

Find the p.m.f. of Y = | X; — 2X;|.
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Solution. We have

(xlle)

le,Xz (xll xZ)

y = |x; — 2x,|

(_1) 0)
(1,0)
(_L 2)

(1,2)

;l wgl SRV NCY RN [N

Therefore the p.m.f. of Y = |X; — 2X;,]| is given by
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3 iy =1

y NV T

3 ity =3
i ={16" "V~

1

1—6, 1f_’y—5

\ 0, otherwise
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