NPTEL- Probability and Distributions

MODULE 6

RANDOM VECTOR AND ITS JOINT DISTRIBUTION
LECTURE 35

Topics

6.10.2 Transformation of Variables Technique
6.10.3 Moment Generating Function Technique

Example 10.2.11

(i) LetX; and X, be independent random variables such that X; ~ G(«;,60),a; > 0,0 >

X1

0,i=12. Define ¥, =X; +X;and Y, ="
1 2

independently distributed with

Y1 ~G(a; + ay,60) and Y, ~ Be(ay, ay).

(i) If X; ~Exp(@) and X, ~ Exp(0) are independently distributed then show that
_ X1
1/—X1+X2 U(o,1).
Solution.

(i) Thep.d.fsof X; and X = (Xq,X,) are given by

fr,(x) = Wx“i‘le_ﬂ(o_w) (x), i=12,
i
and
2
1 a1—1 0(2—1 BLALLZ:
fx(xy,x2) = fr,(x) = T(a)[(ay) 691+az X1 X2 e 0 Iy (&),
i=1

respectively.

Clearly Sy = {x € R?: fy (x1,x,) > 0} = (0,)?. Consider the transformation h =
(hy, hy) : R? = R? defined by
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——ifx;+x, %0
hi(x1,x2) = x1 + x5 and hy (%1, %) = §x1 + x3 G :

0, 1fx1 +x, = 0

Then P({(Y1,Y2) = (hy (X1, X3), hy(X1,X3))}) = 1 and therefore
d
(Y1, Y2) = (R (X1, X2), ha (X1, X2)).
Also the transformation h = (hy, hy): Sy — R? is one-to-one with inverse transformation
Rt = (hr?, hy"), where for (y1,¥,) € h(Sx),
hi' (1, y2) = yiy2 and hy' (v1,¥2) = y1(1 = y2).

The Jacobian determinant of the transformation is

[0hT!  ohTl

= dy1 0y, _| Y2 Yi|_ _
oryt ohyt| T 11—y -yl T TN
dy1 0y,

Also
y = Gy € h(Sy) = (h' (v). o (7)) € x

Sy, >0, y(1-y,) >0

<y>0 0<y, <1.

Therefore Q(SK) = (0,%) x (0,1) and the joint p.d.f. of Y is given by

frny2) = f (b ) ks ) sy ()

= fx 1y2, 711 = y)) =10 myx 0,1y V1, ¥2)

Y1

a1+a2—1e—7 1
3’1—1(0 Y1) (—> Y2 17 (1 = yp) %2 1 (2).
C(ay +ay) % B(ay, ;) '

It follows that Y; and Y, are independent random variables, ¥; ~G(a; + a3, 6) and
YZ ~ Be(ali aZ)'

(i) Follows from (a) by taking a; = a; = 1. g
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Example 10.2.12

(i) Let X = (X1, X, ) be arandom vector of absolutely continuous type with joint p.d.f.

fx(x1,%2) = 9(\/9512 +x§), x = (x,%;) € R?,

where g: [0,0) — R is a non-negative function such that

0

fxg(x)dx = i
2n

0

Let (R, ©) be the polar coordinate of the point X = (X, X, )in the Cartesian plane, so
that, X, = Rcos@,X, = RSin®,R > 0,0 € [0,2m),R = /X? + X} and one may take

(O, 1fX1 = O,Xz =0
T
> ifX;=0,X,>0
3 _
- ifX;=0,X,<0
©® = 1 tan-1 (22 i
= JYtan (—), ifX; >0,X,=>0
X1

X
7+ tan~! (X—i), ifX; <0

X,
2n +t ‘1(—
L7:+ an X

), ifX,>0X, <0
1

where tan‘lee(—g,g) denotes the principal value. Show that R and O are
independently distributed with p.d.f.s

fo(r) = 2nrg (1), ()

and

fo(6) = 1(0 2m)(0),
respectively.

(i)  Let X; and X, be independent and identically distributed N(0,1) random variables.
Show that the distribution of random variable Y = % has p.d.f.
1
1
fr) = E T+,2° —oo <y < oo,
(i)  Let X = (Xy, X,) have the joint p.d.f.
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Folenxy) = 1 ifo<axf+xs<l1

0, otherwise

Find £ (VX7 +X3) and E(X; + X,).

Solution.

() Let Sy ={xeR*fy(x)>0}= {g ER%g (,/xf + x%) > 0} . Consider the
transformation h = (hy, hy): R? - R?, defined by h; (x1,x,) = /x? + x5 and’

(0, ifx; =0,x,=0

T

E, ifx1=0,x2>0

3m

7, ifx1=0,x2<0
X

hZ(xllXZ) = 9 tan_l (X—Z), lfxl >0, Xy = 0 -
1

X
7+ tan~! (X—Z), ifx; <0
1

X
21+ tan~! (X—Z), ifx; >0,x, <0
1

\

Then (R,©) = (hy(x1,%2), hp(x1,x,)) . The transformation h = (hy, hy): Sy - R? is
one-to-one with inverse transformation A= (yy,v,) = (h{'(y1,¥2), k3 (y1,¥2)), where
for (r,6) € h(Sy),

hil(r,8) = rcos@and h;1(r,8) = r siné.
The Jacobian determinant of the transformation is

dhil ohyt
] or 06 | _|cos® —rsinb —
dh;t ahy! sin® rcos0
or a0

Also h(Sy) = {(r,6) € R%:r € [0,0),0 € [0,2m) and g(r) > 0} = A; X A, , Where
Ay ={r €[0,0):g(r) > 0} and 4, = [0,2). The joint p.d.f. of (R, ®) is given by

fR,@ (T, 9) = f&(hl_l (T, 9): hz_l(r' 9)) Ullh(sé) (T', 9)

= fx(rcos 8,rsind)|r|ly, xa, (T, 0)
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= (rg(1a, ) (11,(8))

1
= (Z”TIAl(T)) (% 1(0,271)(9))

1
= (2nr] —1 :
(210, () (Zn (0,271)(9))
It follows that R and ® are independent random variables with respective p.d.f.s

fr(@) = 2nrg(r)lo0) (1)

and

1
fo(8) = EI(O,ZH)(H)-

Note that Y = i—z is not defined if X; = 0. However P({X; =0}) =0 (i.e., P({X; #
1

0}) = 1) and therefore Y =§—2 is well defined with probability one. In fact, since

1
X = (X1,X,) is of absolutely continuous type, we may, without loss of generality, take

S)_( = Rz — {(xl,xz) € ]RZZ X1 = 0} Define

| 3
_{Y, if (1, %) €S§={tan®, ifo  [0,20) - {0,7, 7]

= . 2 2)
0, otherwise 0, otherwise

Then P({Z = Y}) = 1 and therefore Y < Z. Thus we will find the distribution of random
variable Z.

_ T 3m
7 = {tan@, if® € [0, 2n) _{O'E'_}

2 J.
0, otherwise
The p.d.f. of © is given by
1
—, f0<06<2
f@(9)={2n’ Ho=o=2r
0, otherwise

Consider the transformation h: R — R defined by

£ T 31
h(x) :{tanx, ifx € [0,2n)—{0,§,7}_
0, otherwise
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Note that the transformation h: R — R is not one-to—one. Since ©® is of absolutely
continuous type we may, without loss of generality, take

So={0ER: fo(6) >0}

T 371}

=[0,21) - 10,5, 5
[0, 2m) { 2'72

= 51 V) 52 V) 53, say,

where S; = (0 ) S, = (72[ 3”) and S; = (7” Zn). On each of the sets S;,S, and S3, h

is strictly increasing with inverse transformations
hi'(z) = tan™!z z € (0,0),
h;'(z) =m +tan~1z, z € (—o0, )
and
h31(z) = 2m + tan"'z, z € (—x,0).

Also h(S;) = (0,2), h(S;) = (—x,0) and h(S3) = (—x, 0). Therefore the p.d.f. of Z is
given by

3
R@ =Y fo (157 @) [0 @@
j=1

| I(—oo 00) (Z)

= fp(tan™12) |1 |I(O 2 (2) + fo(m + tan™'2) |1

+fo(2m + tan"'2) |1 | Iy (2)

1 11 ()+1 11 ()+1 11 @
T2m 1422 OO T o T2 G T o T g2 RO

|

117 ifze R— {0}

, ifz=0

S

Since the random variable Z is of absolutely continuous type we may take the p.d.f. of Z
as

1
1+ z2’

1
f2(2) =;-
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It follows that the random variable Z (and hence Y = ﬁ) has the Cauchy distribution

X1
(see Definition 11.1 (ii)).
(iii)  We have

E< /Xf +X22> =E(R)

E(X, + X;) = E(R(cos® + 5in ®))
= E(R)E(cos® +sin®) (since R and © are independent).

Under the notation of (i), we have

1

—, if 1
g(x):{n, ifo<x< .

0, otherwise

Moreover
2r, ifo<r<1
fr(r) = {O, otherwise
and
8) = = I3 ()
fo(0) = 510,20 (6).
Therefore
1
2
E( /Xf + X22> =E(R) = f 2ridr = 3
0
and

E(X;+X,) = E(R)E(cos© + sin®)

21
_ Zf cosH+sin9d6
3 21

0
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6.10.3 Moment Generating Function Technique

Let X = (Xl, ...,Xp) be a random vector with p.d.f./p.m.f. fx(-) and let g:R? - R be a
Borel function. Suppose that we seek the probability distribution of ¥ = g(X). Under the

m.g.f. technique we try to identify the m.g.f. My (¢) of random vector Y with the m.g.f. of

some known distribution. Then the uniqueness of m.g.f.s (Theorem 7.3) ascertains that
the random vector Y has that known distribution. Various usages of this technique are
illustrated in Examples 7.1, 7.2, 7.3, 7.4, 7.5 and 7.6.

Theorem 10.3.1

Let X,...,X,(n>2) be a random sample from N(u,o?) distribution, where u €
— —\2

(—oo,00) and ¢ > 0. Let X = %zg;lxi and S? = ﬁ ™ (X; —X)" denote the sample

mean and the sample variance respectively. Then

. < 0'2 .

() X~N(1%);
(i) X and S? are independent random variables;
(i) “5285% ~ x2_;

0-2
: 2y = o2 2y _ 20° - [ 9
(iv) E(S%) =0%, Var(§°) = — and E(S) = — F(nz;l)
Solution.

(i) Follows from Example 7.1.
(i) LetY, =X, —X,i=1,..,nandletY = (¥;,..,Y,). ThenY", ¥, =" X, —nX =0
.2 _
and (n — 1)S? = ¥ (X, — X) =X, V% afunction of Y. The joint m.g.f. of (¥, X)
IS given by

MZ,Y(E’ v) = E(eZ?zluiYﬁvY)’ u = (ul: ___'un) € R, v ER.

Letus fixu = (uq,...,u,) € R* and v € R. Then

n n

ZuiYi +vX = Zui(Xi —Y) +vX
i=1 i=1
n n
(v =2 w)
Y+ B
j=1 j=1
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Il
<+
<

Whereﬂzi i and ¢ = —ﬁ+£,j =1,..,n. Note that ¥7_,(u — %) =0,

and therefore,

S

and

2% 2 v
2 _ — _ —
Etj_ (uj—u+5) = E(uj—u +7.
Consequently,

MZ,Y(E’ U) =F (62}21 th.)

=| |E(e%")
jI?:‘lL

= LMXj(t]')

= e

me 2  LuER,vER
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The joint m.g.f. of Y = (Y3, ..., ¥;,) is given by

a2 n —\2
My (u) = Myx(w 0) = e7 2=y e R,

and the m.g.f. of X is given by
UZVZ
Mz() = My%(0,v) = e’ I, veR.
Clearly
My x(uv) = My(w)Mz(v), V(u,v) € R,

Now using Theorem 7.4 it follows that ¥ = (X; —X,..,X, —X) and X are
independent. This in turn implies that, for any Borel functions ¥, (-) and ¥, (), ¥; (Z)

and ¥, (X) are independent. In particular, it follows that S? (a function of ¥) and X are
independent.

(iii) Let Z; = Xi—_”,i =1,..,n. Then Z, ..., Z,, are independent and identically distributed
g

N(0,1) random variables. Furthermore, by (i) and Theorem 4.1 (i)-(b), Module

Vn(X—p) (n—1)s?
o

— 2
57 = ~NQ©,D). Letw = 22 =" ang y = D% hen, by (i), w and
Y are independent random variables. Also, by Example 7.6 (ii), W ~ y? and T =
" ZE ~ x2. Thus the m.g.f.s of W and T are

1 1
My(t)=0-2t) 2 t< >
and
_n 1
Mr(t)=(1-2t) 2, t <§.

Also

T=ZZi2

i=1

_ Z (x; ;u)z

i=1

Dept. of Mathematics and Statistics Indian Institute of Technology, Kanpur 10



NPTEL- Probability and Distributions

i=1

n —\2 — 2
S Xi—-x) n(X-p)
= 2T 2
o o
i=1
=Y+ W.
Since Y and W are independent random variables, we have
My (t) = My (©)My (¢)

Mz (t)
My, (t)

= My(t) =

(-207
(1-20)2

EEU |
=(1-2t)" z, t<s,

which is the m.g.f. of y2_; distribution. Now, by uniqueness of m.g.f.s it follows that

(n—1)s?
Y = 2 ~ 721_1.
_ 2
(iv) Wehavey =& 012)5 ~ ¥2_,. Therefore

E(S") = ———F (yg)

B o’ 1 y n—1+r_1d
(Tl— )ZZF(T)O

n-il+r _ n—1+r

27z IT(—) o

= n-—1 n— T r>_(n_1)
277 F(Tl) (n—-1)
? %F(n—1+r)
:<n—1> F(é) o, r>—(n—-1).
2
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Therefore
2 TG)
E®) = 7= Y
2
r+1
0= (FE£> ot
2
2 \2TC+2) |, n+1
E(sY) = (n—l) r(nz;l) ot Tn-1 '
and
4
Var(s?) = E(s*) — (E(s?)’ = nzf -
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