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MODULE 7 

LIMITING DISTRIBUTIONS 

LECTURE 39 

Topics  

7.1 CONVERGENCE IN DISTRIBUTION AND 

     PROBABILITY  

Theorem 1.4 

Let  𝑋𝑛 𝑛≥1  be a sequence of random variables with 𝐸 𝑋𝑛 =  𝜇𝑛 ∈  −∞,∞ , and 

Var 𝑋𝑛 = 𝜎𝑛
2 ∈  0,∞ , 𝑛 = 1, 2, …. Suppose that lim𝑛→∞ 𝜇𝑛 = 𝜇 ∈ ℝ and lim𝑛→∞ 𝜎𝑛

2 =

0. Then 𝑋𝑛
𝑝
→ 𝜇, as 𝑛 → ∞. 

Proof. Fix 𝜀 > 0. Using the Markov inequality we have  

0 ≤ 𝑃   𝑋𝑛 − 𝜇 ≥ 𝜀  ≤
𝐸  𝑋𝑛 − 𝜇 2 

𝜀2
=  

𝐸 (𝑋𝑛 − 𝜇)2 

𝜀2
. 

Also, 

              𝐸  𝑋𝑛 − 𝜇 2 = 𝐸  𝑋𝑛 − 𝜇𝑛 + 𝜇𝑛 − 𝜇 2  

                                          = 𝐸  𝑋𝑛 − 𝜇𝑛 
2 +  𝜇𝑛 − 𝜇 2 

                                          = 𝜎𝑛
2 +  𝜇𝑛 − 𝜇 2 ∙ 

Therefore, 

                        0 ≤ 𝑃   𝑋𝑛 − 𝜇 ≥ 𝜀  ≤
𝜎𝑛

2 +  𝜇𝑛 − 𝜇 2

𝜀2
 

                                                                   
𝑛→∞
   0. 

                          ⇒ lim
𝑛→∞

𝑃    𝑋𝑛 − 𝜇 ≥ 𝜀  = 0, ∀𝜀 > 0. 

⇒ 𝑋𝑛
𝑝
→ 𝜇, as 𝑛 → ∞                         (using Theorem 1.3). ▄ 
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Example 1.7 

Let 𝑋1, 𝑋2, … be a sequence of i.i.d. 𝑈 0, 𝜃  random variables, where 𝜃 > 0. Let 𝑋𝑛:𝑛 =

max 𝑋1, 𝑋2, … , 𝑋𝑛 , 𝑛 = 1, 2, …. For any real constant 𝑠, show that 𝑋𝑛:𝑛
𝑠

𝑝
→ 𝜃𝑠 , as 𝑛 → ∞. 

Solution. It is easy to verify that a p.d.f. of 𝑋𝑛:𝑛  is 

                 𝑓𝑛 𝑥 =  
𝑛𝑥𝑛−1

𝜃𝑛
, if 0 < 𝑥 < 𝜃

0,                   otherwise

 . 

Then  

  𝐸 𝑋𝑛:𝑛
𝑠  =

𝑛

𝑛 + 𝑠
𝜃𝑠 ,       𝑛 > −𝑠 

→ 𝜃𝑠 , as  𝑛 → ∞ ∙ 

Also, 

                               Var 𝑋𝑛:𝑛
𝑠  =  𝐸 𝑋𝑛:𝑛

2𝑠  −  𝐸 𝑋𝑛:𝑛
𝑠   

2
 

                                                  =  
𝑛

𝑛 + 2𝑠
𝜃2𝑠 −  

𝑛

𝑛 + 𝑠
𝜃𝑠 

2

,       𝑛 > max(−𝑠,−2𝑠) 

                                                 → 0, as  𝑛 → ∞. 

Now, using Theorem 1.4, it follows that 𝑋𝑛:𝑛
𝑠

𝑝
→𝜃𝑠 , as 𝑛 → ∞. ▄ 

Example 1.8 

Let 𝑋𝑛  ~ Bin 𝑛, 𝜃 , 𝑛 = 1, 2, … , 𝜃 ∈  0,1 . If 𝑌𝑛 =
𝑋𝑛

𝑛
, 𝑛 = 1, 2, … , show that 𝑌𝑛

𝑝
→ 𝜃, as 𝑛 → ∞. 

Solution. We have  

𝐸 𝑌𝑛 = 𝐸  
𝑋𝑛
𝑛
 = 𝜃, 𝑛 = 1, 2, …, 

and 

Var 𝑌𝑛 = Var 
𝑋𝑛
𝑛
 =

Var 𝑋𝑛 

𝑛2
=
𝜃 1 − 𝜃 

𝑛
→ 0, as 𝑛 → ∞ ∙ 

Using Theorem 1.4 it follows that 𝑌𝑛
𝑝
→ 𝜃, as 𝑛 → ∞ . ▄ 
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Remark 1.2 

Theorem 1.3 provides an interpretation of the concept of convergence in probability. 

Theorem 1.3 suggests that if 𝑋𝑛
𝑝
→ 𝑐, as 𝑛 → ∞, then 𝑋𝑛  is stochastically (in probability) 

very close to 𝑐 for large values of 𝑛. Such an interpretation does not hold for the concept 

of convergence in distribution. Specifically, if 𝑋𝑛
𝑑
→𝑋, as 𝑛 → ∞, (where 𝑋 is some non-

degenerate random variable) then it cannot be inferred that 𝑋𝑛  is getting close to 𝑋, for 

large values of 𝑛, in any sense. All we know in that case is that, for large values of 𝑛, the 

distribution of 𝑋𝑛  is getting close to that of 𝑋. ▄ 

The following example demonstrates that convergence in probability may not imply 

convergence of moments. 

Example 1.9 

Let  𝑋𝑛 𝑛≥1 be a sequence of random variables with 

         1 − 𝑃  𝑋𝑛 = 0  = 𝑃  𝑋𝑛 = 𝑛  =
1

𝑛
,   𝑛 = 1,2, …. 

Then the d.f. of 𝑋𝑛  is 

𝐹𝑛 𝑥 =  

0,           if 𝑥 < 0

1 −
1

𝑛
,   if 0 ≤ 𝑥 < 𝑛, 𝑛 = 1, 2, … .

1,           if 𝑥 ≥ 𝑛

  

                                                  
𝑛→∞
    

0, if 𝑥 < 0
1, if 𝑥 ≥ 0

.  

Thus 𝑋𝑛
𝑝
→ 0, as 𝑛 → ∞. However, for 𝑟 ∈  1, 2, …   

𝐸 𝑋𝑛
𝑟 = 𝐸  𝑋𝑛  

𝑟 = 𝑛𝑟−1 ↛ 0, as 𝑛 → ∞. ▄ 

The following example illustrates that convergence in distribution to a non-degenerate 

random variable also does not imply convergence of moments. 

Example 1.10 

Let  𝑋𝑛 𝑛≥1 be a sequence of random variables with p.m.f.s 
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𝑓𝑛 𝑥 =

 
 
 

 
 

1

2
−

1

2𝑛
, if 𝑥 ∈  0,

1

2
 

1

𝑛
,                   if 𝑥 = 𝑛,   𝑛 = 1, 2, …

0,                    otherwise

 , 

 

and let 𝑋 be a random variable with p.m.f. 

                                         𝑓 𝑥 =  

1

2
, if 𝑥 ∈  0,

1

2
 

0, otherwise
.  

Then the distribution function of 𝑋 is 

                                       𝐹 𝑥 =

 
 
 

 
 

0, if 𝑥 < 0
1

2
, if 0 ≤ 𝑥 <

1

2

1, if 𝑥 ≥
1

2

  , 

and the distribution function of 𝑋𝑛  is 

𝐹𝑛 𝑥 =

 
 
 

 
 

0,                  if 𝑥 < 0
1

2
−

1

2𝑛
,       if 0 ≤ 𝑥 <

1

2

1 −
1

𝑛
,          if 

1

2
≤ 𝑥 < 𝑛

1,                   if 𝑥 ≥ 𝑛

 , 𝑛 = 1, 2, … 

                                             
 𝑛→∞
    

 
 
 

 
 

0,   if 𝑥 < 0
1

2
,   if 0 ≤ 𝑥 <

1

2

1,   if 𝑥 ≥
1

2

.  

It follows that 𝑋𝑛
𝑑
→𝑋, as 𝑛 → ∞. Moreover 𝐸 𝑋 =

1

4
 and 

𝐸 𝑋𝑛 =
1

2
 
1

2
−

1

2𝑛
 + 1 

𝑛→∞
   

5

4
≠ 𝐸 𝑋 .▄ 

We know that, for a real constant 𝑐, 𝑋𝑛
𝑝
→ 𝑐, as 𝑛 → ∞⇔ 𝑋𝑛 − 𝑐

𝑝
→ 0, as 𝑛 → ∞ . The 

following example illustrates that 𝑋𝑛
𝑑
→𝑋, as 𝑛 → ∞  may not imply that 𝑋𝑛 − 𝑋

𝑝
→ 0,



NPTEL- Probability and Distributions  

 

Dept. of Mathematics and Statistics Indian Institute of Technology, Kanpur                                  5 
 

as 𝑛 → ∞ or, equivalently, 𝑋𝑛
𝑑
→𝑋, as 𝑛 → ∞, does not imply that 𝑋𝑛 − 𝑋 will converge 

in distribution to a random variable degenerate at 0 (also see Remark 1.2). 

Example 1.11 

Let  𝑋𝑛 𝑛≥1  and 𝑋 be as defined in Example 1.10. Further suppose that, for each 𝑛 ∈

 1, 2, …  , 𝑋𝑛  and 𝑋 are independent. Then 𝑋𝑛
𝑑
→𝑋, as 𝑛 → ∞. However, for 0 < 𝜀 <

1

2
 

𝑃   𝑋𝑛 − 𝑋 ≥ 𝜀  =
1

2
 𝑃   𝑋𝑛  ≥ 𝜀  + 𝑃    𝑋𝑛 −

1

2
 ≥ 𝜀    

                        =  
1

2
  

1

2
−

1

2𝑛
 +

1

𝑛
+  

1

2
−

1

2𝑛
 +

1

𝑛
  

  
𝑛→∞
   

1

2
,                                     

implying that 𝑋𝑛 − 𝑋 does not converge in distribution to a random variable degenerate 

at 0. ▄ 

Definition 1.2 

 A sequence  𝑋𝑛 𝑛≥1 of random variables is said to be bounded in probability if there 

exists a positive real constant 𝑀 (not depending on 𝑛) such that  

𝑃     𝑋𝑛  ≤ 𝑀 

∞

𝑛=1

 = 1.  ▄ 

The following theorem relates convergence in distribution of a sequence  𝑋𝑛 𝑛≥1  of 

random variables to the convergence of corresponding sequence of moment generating 

functions (m.g.f.s). We shall not provide the proof of the theorem as it is slightly 

involved.  

Theorem1.5 

Let  𝑋𝑛 𝑛≥1 be a sequence of random variables and let 𝑋 be another random variable. 

Suppose that there exists an ℎ > 0 such that the m.g.f.s 𝑀 ∙ ,𝑀1 ∙ , 𝑀2 ∙ ,…of 𝑋, 𝑋1,

𝑋2, …, respectively, are finite on  −ℎ, ℎ . 

(i) If lim𝑛→∞𝑀𝑛  𝑡 = 𝑀 𝑡 , ∀𝑡 ∈  −ℎ, ℎ , then 𝑋𝑛
𝑑
→𝑋, as 𝑛 → ∞; 

(ii) If 𝑋1, 𝑋2, …  are bounded in probability and 𝑋𝑛
𝑑
→𝑋, as 𝑛 → ∞ , then 

lim𝑛→∞𝑀𝑛  𝑡 = 𝑀 𝑡 , ∀𝑡 ∈  −ℎ, ℎ . ▄ 
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The following example demonstrates that the conclusion of Theorem 1.5 (ii) may not 

hold if 𝑋1, 𝑋2, … are not bounded in probability. 

Example 1.12 

Let  𝑋𝑛 𝑛≥1 and 𝑋 be as defined in Example 1.10. Then the m.g.f. of 𝑋 is 

𝑀 𝑡 =
1 + 𝑒

𝑡

2

2
, 𝑡 ∈ ℝ, 

and the m.g.f. of 𝑋𝑛  is   

𝑀𝑛 𝑡 =   
1

2
−

1

2𝑛
  1 + 𝑒

𝑡

2 +  
𝑒𝑛𝑡

𝑛
 

   
𝑛→∞
    

1 + 𝑒
𝑡

2

2
, if 𝑡 ≤ 0

∞,                   if t > 0

  

≠ 𝑀 𝑡 , ∀𝑡 ∈ ℝ. 

However, 𝑋𝑛
𝑑
→𝑋, as 𝑛 → ∞. ▄ 

 


