NPTEL- Probability and Distributions

MODULE 6

RANDOM VECTOR AND ITS JOINT DISTRIBUTION
LECTURE 34

Topics

6.10.2 Transformation of Variables Technique
6.10.2.1 Distribution of Order Statistics
6.10.2.2 Distribution of Normalized Spacing’s of Exponential Distribution

For finding the probability distributions of functions of a random vector of absolutely
continuous type we have the following theorem.

Theorem 10.2.2

LetX = (Xl, ...,Xp) be a random vector of absolutely continuous type with a joint p.d.f.
fx () and support Sy = {x € RP: fy(x) > 0}. Let Sy, ..., S be open subset of RP such
that S, N S; = ¢, ifi # j, and U_; S; = Sy. Suppose that h: RP > R,j =1,...,p, arep
Borel functions such that on each S;, h = (hy, ..., h,): S; > RP is one-to-one with inverse

transformation h; *(t) = (hl‘}(g), o b (g)) (say),i =1,...,k. Further suppose that

hi}(t), j=1,..,p,i=1,..,k, have continuous partial derivatives and the Jacobian
determinants

ohy}(t) ohy; ()
at, at,
ohz}(t) dhz}(t)
Ji = daty at, #0,i=1,..,p.
onsi() oan (o)
aty at,

Define  h(S) = {a(x) = (hi(x), .. hy(x)) ERP:x €S}, j=1,...p and T =
h (X1, ...X,), j=1,..,p. Then the random vector T = (Ty,...,T,) is of absolutely
continuous type with joint p.d.f.
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fr(6) = ZfK (A} (©), s b3 () Uy s ) (©)-

We shall not provide the proof of the above theorem. The idea of the proof of the above
theorem is similar to that of Theorem 2.2, Module 3. In the proof of the theorem, the joint
distribution function of T is written in the form of multiple integrals which are simplified
by making change of variables using change of variable Theorem of multivariable
calculus.

The following corollary is immediate from Theorem 10.2.2.

Corollary 10.2.1

Let X = (Xq, ...,Xp) be a random vector of absolutely continuous type with a joint p.d.f.
fx () and support Sy = {x € RP: fy(x) > 0}, an open set in RP. Suppose that h;: RP —
R,j=1,...,p, are p Borel functions such that h = (hl, ) ):SX — RP is one-to-one

with inverse transformation h™*(t) = (hi'(t), ..., b, (t)) (say). Further suppose that
h;l,i =1,...,p, have continuous partial derivatives and the Jacobian determinant

ohi'(t) ohi'(t)
at, ot
oh;'(t) oh;'(t)
J=1 a4 at, |*0
: -1
5t at,

Define h(Sy) = {h(x) = (hi(x),-, hy(x)) € RP:x € Sy} and T; = h;(Xy, ..., X,),j =
1, ..., p. Then the random vector T = (Tl, ., T, ) is of absolutely continuous type with
joint p.d.f.

fr(® = fx (h;l(g),---,hgl(g)) U5,y (t): m

Remark 10.2.1

LetX = (Xl, ...,Xp) be a random vector of absolutely continuous type with joint p.d.f. fy
and let Sy = {x € RP: fy(x) > 0}.Suppose that we are interested in finding the joint
probability distribution of random vector T = (Ty, ..., Ty) = (hy(X), ..., hi (X)), where
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ke{l,..,p}and h:R? - R, i =1, ..., k, are some Borel functions. For this we shall
define p — k additional auxiliary Borel functions h;: RP - R, i = k + 1, ..., p, such that
the transformation h = (hy,...,h,): Sy —» RP, satisfies the assumptions of Theorem
10.2.2/Corollary 10.2.1. Then an application of Theorem 10.2.2/Corollary 10.2.1 will
provide the joint p.d.f. fr(ty,...,t,) of T = (T4, ..., T,) from which marginal joint p.d.f.
of U= (Ty,..,Ty) is obtained by integrating out unwanted variables ty_.q,...,t, in

fZ(uI' ey Upy tk+1! ey tp)

Example 10.2.8
Let X; and X, be independent and identically distributed random variables with common

p.d.f.

(1 .
IE, f—2<x<-1
-1
f&) Lg, if0 <x <3
0, otherwise

Find the p.d.f. of V; = |X;| + | X3|.

Solution. The joint p.d.f. of X = (X4, X,) is given by

fg(xpxz) = f(x)f (x2)

% if (xl,xZ) € (_2; _1) X (_2’_1)
1 :
_ < E, if (X'l,xz) € ((—2,—1) X (0' 3)) U ((O’ 3) X (_2' _1)) )
%, if (1, x,) € (0,3) x (0,3)
\0, otherwise

Define the auxiliary random variable Y, = |X;| . We have
Sy = {E = (x1,x) € Rzifg(xpxz) > 0}
251USZU53US4,

where S; = (=2,-1)%,S, = (=2,-1) x(0,3),53 = (0,3) x (=2,—1) and S, =
(0,3)2. Let h = (hy, hy): R? > R? be defined by

hy(xq, %) = |x1| + |xz] and hy (x1, x2) = [x1], x = (x4, %) € JRE
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Then Y1 = hl(Xl,Xz),Yz = hz(Xl,Xz),Si N .5} = (l),l 7‘:] and on eaCh Si,i = 1, 2, 3,4‘,
h = (hy, hy): S; > R? is one-to-one. Under the notation of Theorem 10.2.2 we have

0 -1

Sl

hii(t) = -t hpi(t) =t, —ti, )1 = |
his(t) = -ty hs(t)=ti—t,, o= |(1) :H =1

MA(0) =t hd() =t -n.5 =% =1

|01

1 —1| =5

hia(t) =tz haa(t) =ti —t, ) =
h(S) ={(t, ) ER*: =2 < —t, < —1,-2<t, —t; < —1}
={(t,t)) ER L, +1<t; <t +2,1<t, <2}
h(Sy) ={(t,t;) ER:—2< —t, <—-1,0<t; —t, <3}
={(t,t)) ER*: t, <t; <t, +3,1<t,<2};
h(S3) ={(t;,t) ER:0<t, <3,-2<t,—t; <—1}
={(t,t)) ER*:t, +1<t; <t, +2,0<t, <3}
and
h(Sy) = {(t;,t;) ER:0<t, <3,0<t; —t, <3}
={(t,,t)) ER*:t, <t; <t, +3,0<t, <3}

Consequently the joint p.d.f. of Y = (Y;,Y,) is given by

4
frtnt) = D fy (i} (0 2} () U 1ags ) ©
j=1

= fx (=ta, t2=t) s (£) + fy (~ta, ti—t2) (s, (¢)

+fx (t2, ta—t1)In(s;) O + fx (E2, t1—t2) (s, ()
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1
f%, ift, <t; <t, +1,0<t, <1
1 1 )
E'*‘%, 1ft2+1<t1<t2+2,0<t2<1
1
36 ift,+2<t;<t;+3,0<t,<1
1 1 )
E'f‘%, 1ft2<t1<t2+1,1<t2<2
1+1-I-1-I-1 ift, +1<t;<t, +2,1<t, <2
=147 12 12" 36" 1ShTatsh
1 1 )
E'*‘%, 1ft2+2<t1<t2+3,1<t2<2
1
36 ift,<t;<t;+1,2<t, <3
1 1 )
E'i‘%, 1ft2+1<t1<t2+2,2<t2<3
1
3 ift,+2<t;<t;+3,2<t,<3
\0, otherwise
.
36 if0 <t; < 2,max{0,t; — 1} < t, < min{1,t;}
or
2 <ty <4 max{0,t; —3}<t, <min{l,t; — 2}
or
2<t; <4 max{2,t; —1} <t, <min{3,t;}
or

)

4
9 )
L0,

4 < t; < 6,max{2,t; — 3} < t, <min{3,t; — 2}

if1 <t; <3,max{0,t; —2} <t, <min{l,t; — 1}
or
1<t; <3 max{l,t; —1} <t, < min{2,t;}
or
3<t; <5max{l,t; —3}<t, <min{2,t; — 2}
or3 <ty <5max{2,t; —2} <t, <min{3,t; —1}

if2 < tl < 4, maX{l, tl - 2} < tz < min{Z, tl - 1}

otherwise

Then the marginal p.d.f. of Y; is given by
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fr () = f fy (o t)dt, 4 €R

Fort; € (0,1)

min{1, t;} — max{0,t; — 1}
le(tl) = 36

t1
36’

fort; € (1,2)

min{1,t;} — max{0,t; —1} min{1,¢t; — 1} — max{0,t; — 2}
fri(t) = ———— % — -

min{2,t;} — max{1,t; — 1}
+ 9

Tt —6
36

fort; € (2,3)
min{1,t; — 2} — max{0, t; — 3} N min{3,t;} — max{2,t; — 1}

min{1, t; — 1} — max{0,t; — 2} N min{2,t,;} — max{1,t; — 1}
9 9
4[min{2,t; — 1} — max{1,t; — 2}]
+
9
_ 5t -6
18

fort; € (3,4)

min{1,t; — 2} — max{0,t; — 3} min{3,t;} — max{2,t; — 1}
le(tl) = 36 + 36

min{2,t; — 2} — max{1,t; — 3} N min{3,t; — 1} — max{2,t; — 2}
9 9

4[min{2,t; — 1} — max{1,t; — 2}]
+ 9
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245t
18

fort; € (4,5)

min{3,t; — 2} —max{2,t; —3} min{2,t; — 2} — max{1,t; — 3}
le(tl) = 36 + 9

min{3,t; — 1} — max{2,t; — 2}
+ 9

36Tt
- 36

and, for t; € (5,6)

min{3,t; — 2} — max{2,t; — 3}
36

le(tl) =

6—t;

36
Therefore the p.d.f. of Y; = |X;| + |X,| is given by

=

36’

7t, — 6
36

5t,—6
g f2<t <3

t;) =< 24 — 5t .
UACY —5 Lif3<t;<4 ™

36 — 7t,
36
6t
36 '’
\0, otherwise

ifo<t; <1

L ifl<t; <2

Jif4<t; <5

if5<t; <6

6.10.2.1 Distribution of Order Statistics
Example 10.2.9

Let X4, ..., X,, be a random sample of absolutely continuous type random variables having
a common p.d.f. f(-),the common distribution function F(-)and a common support
S ={x € R: f(x) > 0}, an open set in R. Let X;.,, ..., X,,.,, denote the order statistics of
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Xy, ., Xy, 1.6.,X,., = r-th smallest of Xy, ..., X,,, = 1, ..., n. For notational convenience,
letY, =X,,, r=1,..,n

(i) Find an expression for the joint distribution function of Y = (Y, ..., ¥, ). Hence find
the joint p.d.f. of ¥;

(i) Find the joint p.d.f. of Y directly using Theorem 10.2.2;

(iii) Using (ii), find the marginal p.d.f. of Y,,r =1, ..., n;

(iv) Using (ii), find the marginal joint p.d.f. of (¥, Y;), where 1 <r <s <n.

Proof. The joint p.d.f. of X = (X4, ..., X,,) is given by

fx (1, e, x0) = ani(xi) = nf(xl-), x = (xq, .., x,) ER".
i=1 i=1

—1’
{1,..,n} I = (I 1y, ., T ) is @ permutation of (1, ..., n).

Let S, = {H '--,Enl} denote the set of all permutations of (1,...,n); here for i €

(i) Since Xy, ..., X,, is a random sample we have

d .
Xy, o X)) & (Xni_(l), ...,XH,‘(n)), ie{1,..nl. (10.2.1)

L

Also since X = (Xy,...,X,,) is of absolutely continuous type (as Xi, ..., X, are of
absolutely continuous type) we have P({X; = X;, for some i # j}) = 0. Therefore

n!

2P (< < ) =

i=1

Then, fory = (y1, -, V) € R™,

FY(y) = P({Xl:n < Y ---:Xn:n < yn})
n!

- Z P ({Xl:n S Vi e X < Yn'XHi,(l) << Xni,(n)})
i=1

n!

- Z P ({Xni,(l) S Vo Xy S Yoo Ky <o < Xni,(n)})
i=1

n!

- Z P (X1 < Y1y s Xn < Yoo Xy < = < X ]) (using (10.2.1))
i=1
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(i)

= PX; < vy, Xy S Y Xy < < X, D)

V1 Yn

f f n'(ﬂf(x))IA(x)dxn dxy,

where 4 = {x € R": —0 < x; <+ < x,, < 0},

It follows that Y is of absolutely continuous type with p.d.f.

fi (y) =n (1_[ f <yi>> u(y)

i=1

n
n! <1_[f(yl-)>, f—o<y; <<y, <

0, = otherwise
Since X is of absolutely continuous type we may, without loss of generality,
take Sy C {x €ER™:x; #x;,Vi+j,i,jE{L,. n}} . Then Sy = UZ‘:!ISL- ,
where §; = {x € Syixm, ) < <X, )},i =1,..,n!. Define h;:R" >R
by h;(x) = i-th smallest of xy, ..., x,,i = 1,...,nand h = (hy, ..., h,). Then
h:Sy » R™ is not one-to-one (for each y € @(SK) = {h(0):t € Sy}, there are
n! pre-images). However, on each S, i =_1, ..,nl, h:S; = R™ is one-to-one

with inverse  transformation  h;! (X) = (@1‘_ ! (X) . (X)) =

r=n,l
- -1 -1\ : :
(ynl ' 'yn;(ln))’ where T U= (Y, -, Oy )i = 1, ..., m! s the inverse
permutation of IT.. Under the notation of Theorem 10.2.2 each row and each

column of the Jacobian determinant J; contains one, and only one, non-zero
element which is 1. Therefore J;=+1,i=1,..,n! . Also h(S;) =

{X ESy: —0o<y; < <Y, < oo} = B,say, i = 1,...,n. Therefore the joint
p.d.f. of Y is given by

n!

- Z fx (ynz(ll), ""yHE(ln)) illns,) (X)
i=1
Z Hf yn;(ll) Is ()
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since {TT; ¢y, ..., i gy} = {1, ..., n}, we have

n

l_[f (D nf(yz)VyeB

=1

Consequently

i ( (1_[ f(y») Is (y
i=1

n
_ n!( f(w)). if—o<y <= <y, <o
l

0, otherwise

(iii) ~ The marginal p.d.fof Y,.(r = 1, ..., n) is given by

fr, ) = jo _fwfw jOfY(yl:- VYr1Ys Yr41, 0 Yn) jdyz
l#r

n Yr+2 Y Yr-1

} yf _[O _[O fnl . f()ﬁ) f(}I):;[dyl

[FOOIM1-FWMI""f), —o<y<x,

T -Dln—n)
since [ f(t)dt = F(a) and [,"f(t)dt =1—F(b), a,b € R.

(iv)  Asin (iii) we have

0 0 n
fYr,YS(x:Y) = f fn!fx()’p---,J’r—1,x,J’r+1,---}’5—1'}"}’s+1'---yn) l_[dYI
S e =1

l#r,s
o Yn Vs+2 YVs-1  Vr+2 x Vr-1 Y2 n \ n
[ [[ =] ]~ ]=T]rov|remo]]amix<y
by o3 it paa a WS
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n!

- r—=D!'(s=r—1D!'(n-1:9)!

[F) = FOIPT 1= FOMI"*f()f (), if—o<x<y<oo

Clearly fy, v, (x,y) =0, ifx > y.

[FGa)]™ %

Therefore,

frs(x,y)

|
{( e T B POV FO) — FOF T L= FON S F S O),

f—oo<x<y<ow.m
k 0, otherwise

6.10.2.2 Distribution of Normalized Spacing’s of Exponential Distribution
Example 10.2.10

Let Xy, ..., X,, be a random sample from Exp(@) distribution, where 8 > 0. Let X;., <
-+ < X,,., denote the order statistics of Xi,..,X, . Define Z; =nX,, Z, =
n—-i+1DX., —Xi—1.), i =2,...,n. Show that Zi,...,Z, are independent and
identically distributed Exp(8) random variables.

Solution. The common p.d.f. of random variables X, ..., X, is

1
f) = {56 o ity >0
0, otherwise

For notational convenience, let Y, = X,.,,r =1, ...,n. Then, by Example 10.2.9, a joint
p.df.ofY = (¥;,..,Y,)is

4 n
fy(y) =<n!(1_[f(yi)>, fo<y <y, <<y, <ow

i=1
\0, otherwise
n! o1y
:<9—ne o, f0<y; <y <<y <

0, otherwise

The support of fy(:) is Sy = {X ERO<y; <y, <+ <Y, < oo} . Consider the
transformation h = (hy,...,h,): R* - R* , where hy (Z) =nyy, h; (Z) =n-i+
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D —yi-1),i =2,..,n. Then Z; = iy(Y) and Z; = hy(Y), i = 2,..,n. Clearly the
transformation h:Sy — R™ is one-to-one with inverse transformation h~' =
(AT, ..., Ry, where for z € h(Sy),

hi'(2) ==

hi'(z) ==+

Zy

n—1

_ Z1 Z Z; Zj

h1 == —=E—

(@) n+n—1+ +n—i+1 _1n—j+1
J=

n
Z Z Z;
~1(,) — Tt S Z_J
hi'(2) = 1 2 1T LR 1
j=1
The Jacobian determinant of the transformation is

ohy! ont  ongt
dz; 0z 0z,
oh;' ony;t  onyt
] =10z 09z, 0z,

oh;! ot oh;!

dz; 02z dz,
1
— 0 0 0
n
1 1 0 0
n n-—1
=11 1 1 0

n n—1 n—2
11 1
- 1
n n—1 n—2

_1

=

Also

Dept. of Mathematics and Statistics Indian Institute of Technology, Kanpur 12



NPTEL- Probability and Distributions

z = (21,29, Zy) € h(SZ) s (hl‘l(g), ...,h;l(g)) € Sy

VA Z Z Z Z VA
©0<2<2 42 <2424 12 ew
n n n n n

n

©z,>0 i=1,..n

Therefore h(Sy) = (0,%0)" and the joint p.d.f. of Z is given by

f2(2) = fy (hT*(2), s 1 (2)) U5, (2)

n!
en

We have, for z € (0,0)",

_Lyn p-1 1
— e g li=th (2) % -] X 1 (000)n (Z)

n n i 2
QM@= T
i=1

i=1j=1

n n
_22 %
B n—j+1

j=1=)

Since 1oy (2) = TT7=1 Lo (2:), We have

= 1 _z
fg(é) = 1_[ <§ e_?I(O,oo)(Zi)>-
i=1

It follows that 74, ..., Z,, are independent and identically distributed Exp(8) random

variables. gy
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