NPTEL- Probability and Distributions

MODULE 6

RANDOM VECTOR AND ITS JOINT DISTRIBUTION
LECTURE 30

Topics

6.5 EXPECTATIONS AND MOMENTS

6.6 JOINT MOMENT GENERATING FUNCTION

Theorem 5.5

Under the above notations
M) E(E@X)2)=E(w®));
(i) Var(E(w(¥)2))+ E (var(y(v)]2)) = var(v(¥)).

Proof. We will provide the proof for the absolutely continuous case. The proof for the
discrete case follows in the similar fashion.

(i) Note that

F(EGWI2) = (v'(@)

where ¥ *(+) is defined by (5.2) and (5.3). Therefore

E(E0OID) = [ v @@

RP2

i f (f v () fuz (v12) dz) f(2)dz

) f f ¥ (¥) frz (v2) dydz

RP2 RP1

= E@(Y)).
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(i) Lety*(2) = E(y(Y)|Z). Then, by (i),

Var (w(¥)) = E ((¥) - EG(Y))")
=k (E ((w(x) ~E(p(v)) ‘g)> (5.4)
E((©) - E@@))’|2) = E (W) - E@W)I2) + E@W(Y)[2) - £ (w(x)))z z)

=5 () - EGWID) 12) + (E@WI2) ~ & (b))
+2[E(w(V)|2) - E (w(¥))| E((Y) - E(w(¥)12)]2)

= Var (y(¥)[2) + (E(¥(¥)|2) - E (E(w(x)lz)))z- (5.5)

Combining (5.4) and (5.5), we get
var((1) = E (Varw(0)|2)) + EEW WD) - £ (F b(0)12))

= £ (Var(p(1)|2)) + var (E@(1)[2)) -m

Remark 5.1

If Y and Z are independent then

E((V)|2) = E((¥)) andvar(p(y)|2) = var (y(¥)).
Example 5.1

Let X = (X1, X;, X3) be a discrete type random vector with p.m.f.

X1X2X3
—, if(xy,x0,x3) €{1,2} x{1,2,3} x{1,3
fxCer, x2,x3) =1 72 Ce1,22,03) € {1, 2} x { }x {13}

0, otherwise

(i) LetY; =2X; — X, +3X3 and Y, = X; — 2X, + X5. Find the correlation coefficient
between Y; and Y5 ;
(ii) For a fixed x, € {1, 2,3}, find E(Y|X, = x,) and Var(Y|X, = x,), where Y = X; X;.
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Solution.

(1) From Example 4.1 (i) we know that X;, X, and X; are independent.
Therefore Cov(Xy,X;) = Cov(Xy,X3) = Cov(X,,X3) =0 . Also Cov(X; X;) =
Var(X;),i = 1, 2,3. Using Theorem 5.2 (ii) we have

Cov(Yy,Y,) = 2Var(X; ) — 5 Cov(Xq, X, ) + 2 Var(X; ) + 5 Cov(Xq, X3)
+3Var(X3) — 7Cov(X,, X3)
= 2Var(X; ) + 2Var(X, ) + 3Var(X3).
From the solution of Example 4.1 (ii) we have

X1 . X2 .

—, ifx; € {1,2 —, ifx, € {1,2,3
fx,(x) = { 3 1 €4 }: fx,(x2) = {6 2 €1 }

0, otherwise 0, otherwise

and

X3 .

—, ifx; €{1,3
fx3(x3)={4 3 €413}

0, otherwise

Therefore

? (1*+2%) 5
E(X,) = Z x1fx, (1) = Z x—lzw:_

3 3 3
x1€5x, x1€{1,2}
3 3 3
EX?) = z x{ fx, (x1) = z 3= 3 = 3
X1€Sx, x1€{1,2}

2 (12422+43% 7
E(Xz) = z x2 fx,(x2) = z %=( e T ):—

6 3
xZESXz x2€{1,2,3}

(13423433

E(X?) = Z X3 fr,(x2) = Z 3 6

X7 ESXZ x2€{1,2,3}

2 (12+3%) 5
E(X3) = Z x3 fy, (x3) = x5 _(@7+39) 5

4 4 2
X3ESX3 X3E{1,3}
3 3 3
X3 (1 + 3 )
E(X$) = Z x5 fy, (x3) = Z 2 - 1 - 7
X3ESX3 X3€{1,3}

Dept. of Mathematics and Statistics Indian Institute of Technology, Kanpur 3



NPTEL- Probability and Distributions

2
Var(Xy) = E(XP) — (E(X1)* =5
2 2 5
Var(Xz) = E(Xz) - (E(Xz)) = 5
and
2 23
Var(Xs) = EX5) - (E(X3))” = 4.
Therefore,
CovlVe 7o — 4+1o+9_137
ov(h o) = g+ g +7=35

Also, by Corollary 5.1,
Var(Y;) = Var(2X; — X, + 3X3)

= 4 Var(X;) + Var(X,) + 9 Var(X3)

8 5 27

ECRCRR

295
36

and
Var(YZ) = Var(X1 —_ 2X2 + X3)
= Var(X;) + 4Var(X,) + Var(X3)

2 N 20 N 3
9 9 4
_ 115
36
Therefore

Cov(Yy,Y,)
/Var(Y;)Var(Y)

p(Y,Yr) =

137
V295v115
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=0.7438---

(i) Since X;,X, and X;are independent it follows that (X;,X3) and X, are
independent. This in turn implies that Y = X;, X5 and X, are independent.
Therefore E(Y|X; = x3) = E(Y) and Var(Y|X, = x,) = Var(Y). Now

E(Y) = E(X,X3)
= E(X1)E(X3) (using Theorem (5.3))
_2
=
Var(Y) = Var(X;X3)
= Var(E (X, X3|X3) + E (Var(X; X3|X5))
= Var(X;3E(X;|X3)) + E (X2Var(X;1X3))

= Var(X3E(X1)) + E(X3Var(X;)) (Remark 5.1)

=V <5X )+E<2X2)

= var 3 3 9 3
25 2 )

= ?Var(Xg) +§E(X3 )

75 N 14

36 9

131

36 ‘W

Example 5.2

Let X = (X1, X, X3) be an absolutely continuous type random vector with p.d.f.

—, f0<x3<x,<x1 <1
fg(x1,xz,x3)= X1 Xy 3 2 1 .

0, otherwise

(|) Let Yl = 2X1 - X2 + 3X3 and Y2 = Xl - 2X2 + X3. Find p(yl,Yz);
(ii) For a fixed x; € (0,1) find E(Y|X; = x;) and Var(Y|X; = x;), whereY = X; X, X;.
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Solution.
()  AsinExample 5.1 (i)
Cov(Yy,Y,) = 2 Var(X; ) + 2 Var(X, ) + 3 Var(X3) — 5 Cov(Xy,X3)

+5 COV(Xl,Xg) -7 COV(Xz,X3 )

1 X1 X2

1 1
E(X1)=f xlfx(ﬁ)dﬁsz f —dxzdxydx; =3
R3 - 50 ) X2 2

1 X1 X2
2 . X1 1
E(Xl = x—dX3 dXZ dxl =§
00 O 2
1 X1 X2 1
E(Xz) = jj f x—dX3 de dxl = —
00 O 1
1 X1 X2
E(Xzz) =fj j —de3 dXZ dxl ==
00 O 1
1 X1 X2
X
E(X3) = jf j X dX3 de dX1 —g
00 O 172
1 X1 X2
) 1
E(X3) = d.X'3 d.X'Z dx1 —ﬁ
00 O
1 X1 X2 1
E(X1X2) =Jj j d.X3 d.Xz dx1 =g
00 O
1 X1 X2
X3 1
E(X1X3) =Jj j x—d.X3 dXz dx1 =E
00 O 2
1 X1 X2

1

E(X2X3)=ff f i—gdx3 dx, dxq =15
00 0 !

1

Var(xX,) = E(X?) — (E(X1)? = —

12
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Var(X,) = E(X5) — (E(Xy))? = 144

37

Var(X3) = E(X3) — (E(X3))* = 1728

1
Cov(X1,Xz) = E(X1X3) — E(X1))E(Xy) = 24

1
Cov(Xy,X3) = E(X1X3) — E(X1)E(X3) = 48

Cov(Xz, X3) = E(X2X3) — E(X2)E(X3) = 88

Therefore,

vy 1,7 37 5 5 49 31
v Y2) = e+ ot s5e 22718 288 576

Also,
Var(Y;) = 4 Var(X;) + Var(X;) + 9 Var(X3) — 4 Cov(Xy,X;)

+12 COV(Xl,X3) -6 COV(Xz,X3)

17 37 1 1 7
3 144 192 6 4 48
295
576

Var(Y,) = Var(X;) + 4Var(X,) + Var(X3) — 4Cov(X1, X, ) + 2Cov(X1,X3) — 4Cov(X,, X3)

1 7 37 1 1 7

= 12736 1728 6 21 72
133

~ 1728

Therefore

Cov(Yy, Y-
p(Yy,Yy) = M%) _ 2710

\/Var(Y;)Var(Y;)

(if) Clearly, for a fixed x; € (0,1),

sz,X3|X1 (x2,%3]x1) = ¢1 (x1)fxl,x2,x3 (x1, %2, X3)
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X2

{w, 1f0<X3 <XZ <X1

0, otherwise
Since
f fsz,X3|X1 (22, x3|%1) dxpdxs = 1,
we have
X1 X2
1
Cz(x1)f f —dxzdx; =1,
X2
0 0
l.e., Cz(xl) = x_l
Also
E(Y|X; = x1) = E(X1 X2 X31X1 = x1)
= x1E(X2X31X; = x1)
X1 X2
= xlf j XZX3_dX3de
X3
==
E(Y?|X, = x1) = EX{X5X5|X = x1)
= x{E(X3X31X, = x1)
X1 X2
j f x2x32 _dX3dX2
_x
- 15
Therefore

Var(Y|X; = x1) =E(Y?|X; = x1) — (E(Y|X; = x1))?
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X xf

15 36

= @X? ]

6.6 JOINT MOMENT GENERATING FUNCTION

Let X = (Xy,...,X,) be a p-dimensional random vector defined on a probability space
(2,F,P). LetA={t=(t,tp .. ,t,) ERP:E (|32?=1tixi|) —E (eiilltfxi) is finite } .
Define the function My : A - R by

My(t) =E (e2f=1fixi), t=(t,ty, .., t,) €A (6.1)

Definition 6.1

() The function My : A - R , defined by (6.1), is called the joint moment generating
function (m.g.f.) of random vector X.

(if) We say that the joint m.g.f. of X exists if it is finite in a rectangle (—g, g) C RRP, for
some a = (aj, ay, ..., a,) € RP; here —a = (—a;,—ay, ..., —a,) and (—g,a) = {t €
RP:—a; <t;<a;, i=12,..,p} m

As in the one- dimensional case many properties of probability distribution of X can be

studied through joint m.g.f. of X . Some of the results, which may be useful in this

direction, are provided below without their proofs. Note that My(0) = 1. Also if
Xi, ..., X, are independent then

p p p
MK(E) =F (32f=1tiXi) =F (1_[ etiXi> = HE(etiXi) = l_IMXi(ti)' te RP.
1 i=1 i=1

i=
Theorem 6.1

Suppose that My (¢) exists in a rectangle (—a, a) € RP. Then My/(t) possesses partial

derivatives of all orders in (—a, a). Furthermore, for positive integers ki, ..., k,,
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kq+ky+ks-+k
i gk1tkatks »
E(X{1 X5 X)) = My (t)
p k k A\=
oty ' - ot,’

(tl,tz,...,tp)Z(O,...,O)

Under the assumptions of Theorem 6.1, note that, for Y (t) = InMy(t) ,t € 4,

(XD = [%MK(E)L ~[rwe®] =1

EQ

E(Xm)—[a mMX(t)] N i=1,..,p

_62 P 2
Vartx) =[5 9wy (0)] -([51\4&(5)] 0)
1t=0 =0

_ 02 :
= WIPK(E) , i = 1,...,p,

and, fori,j € {1, ...,p}, i #J,

Cov(X;, X;) = E(X.X;) — E(X)E(X;)

g 0], [l

- g2 ]
= Exr l/’g(ﬁ)_

Also note that

MK(O’ ...,0, ti! 0, ,0) = E(etixi) = MXi(ti) , i = 1,2, e, P

and M (0, ...,0,t;,0,...,0,4,0, ...,0) = E(e" *5%) = My x (t,t;), ij€{L, ..,

provided the involved expectations are finite.
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