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3.3 EXPECTATION AND MOMENTS OF A RANDOM  

      VARIABLE 

 Suppose that 𝑋  is a discrete type random variable defined on a probability space 

 𝛺, ℱ, 𝑃  associated with a random experiment. Let 𝑆𝑋  and 𝑓𝑋  denote, respectively, the 

support and the p.m.f. of 𝑋. Suppose that the random experiment is repeated a large 

number of times. Let 𝑓𝑛 𝑥 , 𝑥 ∈ 𝑆𝑋 , denote the frequency of the event  𝑋 = 𝑥  in the first 

𝑛  repetitions of the random experiment. Then, according to the relative frequency 

approach to the probability, 

𝑃  𝑋 = 𝑥  = lim
𝑛→∞

𝑓𝑛 𝑥 

𝑛
, 𝑥 ∈ 𝑆𝑋 . 

Note that  
𝑥𝑓𝑛  𝑥 

𝑛𝑥∈𝑆𝑋
  represents the mean observed value (or expected value) of random 

variable 𝑋 in the first 𝑛 repetitions of the random experiment. Therefore, in line with 

axiomatic approach to probability, one may define the mean value (or expected value) of 

random variable 𝑋 as 

𝐸 𝑋 = lim
𝑛→∞

 
𝑥𝑓𝑛 𝑥 

𝑛
𝑥∈𝑆𝑋

 

                                                                     =  𝑥lim
𝑛→∞

𝑓𝑛 𝑥 

𝑛
𝑥∈𝑆𝑋

 

                                                                     =  𝑥

𝑥∈𝑆𝑋

𝑃  𝑋 = 𝑥   
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                                                                     =  𝑥

𝑥∈𝑆𝑋

𝑓𝑋 𝑥 , 

provided the involved limits exist and the interchange of signs of summation and limit is 

admissible. A similar discussion can be provided for defining the expected value of an 

absolutely continuous type random variable, having p.d.f. 𝑓𝑋 , as 

𝐸 𝑋 =  𝑥

∞

−∞

𝑓𝑋 𝑥 𝑑𝑥, 

provided the integral is defined. ▄ 

The above discussion leads to the following definitions. 

Definition 3.1  

(i) Let 𝑋 be a discrete type random variable with p.m.f. 𝑓𝑋  and support 𝑆𝑋 . We 

say that the expected value of 𝑋 (denoted by 𝐸 𝑋 ) is finite and equals 

𝐸 𝑋 =  𝑥

𝑥∈𝑆𝑋

𝑓𝑋 𝑥 , 

 

provided                                                  |𝑥|

𝑥∈𝑆𝑋

𝑓𝑋 𝑥 < ∞. 

(ii) Let 𝑋 be an absolutely continuous type random variable with p.d.f. 𝑓𝑋 . We say 

that the expected value of 𝑋 (denoted by 𝐸 𝑋  ) is finite and equals 

  𝐸 𝑋 =  𝑥

∞

−∞

𝑓𝑋 𝑥 𝑑𝑥, 

 

 provided                                              |𝑥|

∞

−∞

𝑓𝑋 𝑥 𝑑𝑥 < ∞.▄ 

 

The following observations to above definitions are immediate. 

Remark 3.1  

(i) Since   

  𝑥

𝑥∈𝑆𝑋

𝑓𝑋 𝑥  ≤  |𝑥

𝑥∈𝑆𝑋

𝑓𝑋 𝑥 | =  |𝑥|

𝑥∈𝑆𝑋

𝑓𝑋 𝑥  

and 
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  𝑥

∞

−∞

𝑓𝑋 𝑥 𝑑𝑥 ≤  |𝑥

∞

−∞

𝑓𝑋 𝑥 |𝑑𝑥 =  |𝑥|

∞

−∞

𝑓𝑋 𝑥 𝑑𝑥, 

it follows that if the expected value of a random variable 𝑋  is finite then 

 𝐸 𝑋  < ∞. 

(ii) If 𝑋 is a random variable of discrete type with finite support 𝑆𝑋 , then  

 |𝑥|

𝑥∈𝑆𝑋

𝑓𝑋 𝑥 < ∞. 

Consequently the expected value of 𝑋 is finite. 

 

(iii) Support that 𝑋 is a random variable of absolutely continuous type with p.d.f. 

𝑓𝑋  and support 𝑆𝑋 ⊆  −𝑎, 𝑎 , for some 𝑎 ∈  0,∞ . Then  

 

 |𝑥|

∞

−∞

𝑓𝑋 𝑥 𝑑𝑥 =  |𝑥|

𝑎

−𝑎

𝑓𝑋 𝑥 𝑑𝑥 ≤ 𝑎  𝑓𝑋 𝑥 

𝑎

−𝑎

𝑑𝑥 = 𝑎 < ∞. 

                    Consequently the expected value of 𝑋 is finite. ▄ 

Example 3.1 

Let 𝑋 be a random variable with p.m.f. 

𝑓𝑋 𝑥 =  
 

1

2
 

𝑥

,   if 𝑥 ∈  1, 2, 3, ⋯  

0,          otherwise

 . 

Show that the expected value of 𝑋 is finite and find its value. 

Solution. We have 𝑆𝑋 =  1, 2, 3, ⋯   and 

  𝑥 

𝑥∈𝑆𝑋

𝑓𝑋(𝑥) =  
𝑛

2𝑛
=  𝑎𝑛

∞

𝑛=1

∞

𝑛=1

, say. 

Clearly 𝑎𝑛 =
𝑛

2𝑛 > 0, 𝑛 = 1, 2, ⋯ and 

𝑎𝑛+1

𝑎𝑛
=

𝑛 + 1

2𝑛
→

1

2
< 1, as 𝑛 → ∞. 

By the ratio test, 
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  𝑥 

𝑥∈𝑆𝑋

𝑓𝑋 𝑥 =  𝑎𝑛

∞

𝑛=1

< ∞, 

and therefore the expected value of 𝑋 is finite. 

Moreover,  

𝐸 𝑋 =  𝑥

𝑥∈𝑆𝑋

𝑓𝑋 𝑥 =  
𝑗

2𝑗
=

∞

𝑗 =1

lim
𝑛→∞

𝑆𝑛 , 

where 

    𝑆𝑛 =  
𝑗

2𝑗
                                                                                                                       (3.1)

𝑛

𝑗 =1

 

 

⇒
𝑆𝑛

2
=  

𝑗

2𝑗 +1

𝑛

𝑗=1

 

           =  
𝑗 − 1

2𝑗

𝑛+1

𝑗 =2

.                                                                                                               (3.2) 

On subtracting (3.2) from (3.1), we get 

𝑆𝑛

2
=  

1

2𝑗

𝑛

𝑗=1

−
𝑛

2𝑛+1
 

          = 1 −  
1

2
 

𝑛

−
𝑛

2𝑛+1
 

     ⇒ 𝑆𝑛 = 2  1 −  
1

2
 

𝑛

−
𝑛

2𝑛+1
  

                           ⇒ 𝐸 𝑋 = lim𝑛→∞ 𝑆𝑛 = 2 ∙ ▄  

 

Example 3.2 

Let 𝑋 be a random variable with p.m.f. 

𝑓𝑋 𝑥 =  
3

𝜋2𝑥2
, if 𝑥 ∈  ±1, ±2, ±3, ⋯  

0,                 otherwise

  .  
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 Show that the expected value of 𝑋 is not finite. 

Solution. We have 𝑆𝑋 =  ±1, ±2, ±3, ⋯   and 

 |𝑥|

𝑥∈𝑆𝑋

𝑓𝑋 𝑥 =
6

π2
 

1

𝑛
=

∞

𝑛=1

∞ ∙ 

Thus the expected value of 𝑋 is not finite. ▄ 

Example 3.3 

Let 𝑋 be random variable with p.d.f. 

𝑓𝑋 𝑥 =
𝑒− 𝑥 

2
, −∞ < 𝑥 < ∞. 

Show that the expected value of 𝑋 is finite and find its value. 

Solution. We have 

                                          𝑥 

∞

−∞

𝑓𝑋(𝑥)𝑑𝑥 =   𝑥 

∞

−∞

𝑒− 𝑥 

2
𝑑𝑥 

                                                                    =  𝑥

∞

0

𝑒−𝑥𝑑𝑥 

                                                                    = 1. 

Thus the expected value of 𝑋 is finite and 

                                                         𝐸 𝑋 =  𝑥

∞

−∞

𝑓𝑋(𝑥)𝑑𝑥 

                                                                    =  𝑥

∞

−∞

𝑒− 𝑥 

2
𝑑𝑥 

                                                                    = 0. ▄ 

 

Example 3.4 

Let 𝑋 be random variable with p.d.f. 
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𝑓𝑋 𝑥 =
1

𝜋
∙

1

1 + 𝑥2
, −∞ < 𝑥 < ∞. 

Show that the expected value of 𝑋 is not finite. (The above p.d.f. is called the p.d.f. of the 

Cauchy distribution).  

Solution. We have  

  𝑥 

∞

−∞

𝑓𝑋 𝑥 𝑑𝑥 =
1

𝜋
  𝑥 

∞

−∞

1

1 + 𝑥2
𝑑𝑥 =

2

𝜋
 

1

1 + 𝑥2

∞

0

𝑑𝑥 = ∞. 

Therefore the expected value of 𝑋 is not finite. ▄ 

Theorem 3.1 

Let 𝑋 be a random variable of absolutely continuous or discrete type with finite expected 

value. Then 

(i) 𝐸 𝑋 = ∫ 𝑃  𝑋 > 𝑡  
∞

0
𝑑𝑡 − ∫ 𝑃  𝑋 < 𝑡  

0

−∞
𝑑𝑡; 

(ii) 𝐸 𝑋 = ∫ 𝑃  𝑋 > 𝑡  
∞

0
𝑑𝑡, provided 𝑃  𝑋 ≥ 0  = 1; 

(iii) 𝐸 𝑋 =  𝑃  𝑋 ≥ 𝑛  ∞
𝑛=1 −  𝑃  𝑋 ≤ −𝑛  ∞

𝑛=1 , provided 𝑃  𝑋 ∈

 0, ±1, ±2, ⋯   = 1; 

(iv) 𝐸 𝑋 =  𝑃  𝑋 ≥ 𝑛  ∞
𝑛=1 , provided 𝑃  𝑋 ∈  0, 1, 2, ⋯   = 1. 

Proof. (i) 

Case I. 𝑋 is of absolutely continuous type 

                                             𝐸 𝑋 =  𝑥

∞

−∞

𝑓𝑋 𝑥 𝑑𝑥 

                                                        =  𝑥

0

−∞

𝑓𝑋 𝑥 𝑑𝑥 +  𝑥

∞

0

𝑓𝑋 𝑥 𝑑𝑥 

                                                        = −   𝑓𝑋 𝑥 𝑑𝑡

0

𝑥

𝑑𝑥 +

0

−∞

  𝑓𝑋 𝑥 𝑑𝑡𝑑𝑥

𝑥

0

∞

0

∙ 

On changing the order of integration in the two integrals above, we get 

                                              𝐸 𝑋 = −   𝑓𝑋 𝑥 𝑑𝑥

𝑡

−∞

𝑑𝑡 +

0

−∞

  𝑓𝑋 𝑥 𝑑𝑥𝑑𝑡

∞

𝑡

∞

0
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                                                         = −  𝑃  𝑋 < 𝑡  

0

−∞

𝑑𝑡 +  𝑃  𝑋 > 𝑡  

∞

0

𝑑𝑡. 

Case II. 𝑋 is of discrete type 

We will illustrate the idea of the proof by considering a special case where 𝑆𝑋 =

 𝑥1, 𝑥2, ⋯  , −∞ < 𝑥1 < 𝑥2 < ⋯ < 𝑥𝑖 < 0 < 𝑥𝑖+1 < 𝑥𝑖+2 < ⋯ < ∞  and lim𝑛→∞ 𝑥𝑛 = ∞ . 

Under the above situation  

 𝑃

∞

0

  𝑋 > 𝑡  𝑑𝑡 =  𝑃 𝑋 > 𝑡 

𝑥𝑖+1

0

𝑑𝑡 +   𝑃  𝑋 > 𝑡  

𝑥𝑗 +1

𝑥𝑗

𝑑𝑡

∞

𝑗=𝑖+1

 

    =  𝑃

𝑥𝑖+1

0

  𝑋 ≥ 𝑥𝑖+1  𝑑𝑡 +   𝑃  𝑋 ≥ 𝑥𝑗 +1  

𝑥𝑗+1

𝑥𝑗

∞

𝑗 =𝑖+1

𝑑𝑡 

   = 𝑥𝑖+1𝑃  𝑋 ≥ 𝑥𝑖+1  +   𝑥𝑗 +1 − 𝑥𝑗  𝑃  𝑋 ≥ 𝑥𝑗 +1  

∞

𝑗 =𝑖+1

 

  = 𝑥𝑖+1𝑃  𝑋 ≥ 𝑥𝑖+1  +  𝑥𝑗 +1𝑃  𝑋 ≥ 𝑥𝑗 +1  

∞

𝑗 =𝑖+1

−  𝑥𝑗𝑃  𝑋 ≥ 𝑥𝑗 +1  

∞

𝑗 =𝑖+1

 

   = 𝑥𝑖+1𝑃  𝑋 ≥ 𝑥𝑖+1  +  𝑥𝑗𝑃  𝑋 ≥ 𝑥𝑗   

∞

𝑗 =𝑖+2

−  𝑥𝑗𝑃  𝑋 ≥ 𝑥𝑗 +1  

∞

𝑗 =𝑖+1

 

   = 𝑥𝑖+1[𝑃  𝑋 ≥ 𝑥𝑖+1  − 𝑃  𝑋 ≥ 𝑥𝑖+2  ] +  𝑥𝑗  [𝑃  𝑋 ≥ 𝑥𝑗   

∞

𝑗 =𝑖+2

 

                                                                                           −𝑃  𝑋 ≥ 𝑥𝑗 +1  ] 

    =  𝑥𝑗 𝑃  𝑋 = 𝑥𝑗   

∞

𝑗=𝑖+1

∙ 

Also, 

          𝑃  𝑋 < 𝑡  

0

−∞

𝑑𝑡 =  𝑃  𝑋 < 𝑡  

𝑥1

−∞

𝑑𝑡 +   𝑃  𝑋 < 𝑡  

𝑥𝑗+1

𝑥𝑗

𝑑𝑡 +  𝑃  𝑋 < 𝑡  

0

𝑥𝑖

𝑑𝑡

𝑖−1

𝑗 =1
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                  = 0 +   𝑃  𝑋 ≤ 𝑥𝑗   

𝑥𝑗 +1

𝑥𝑗

𝑑𝑡 +  𝑃  𝑋 ≤ 𝑥𝑖  

0

𝑥𝑖

𝑑𝑡

𝑖−1

𝑗 =1

 

                                            =   𝑥𝑗 +1 − 𝑥𝑗  

𝑖−1

𝑗 =1

𝑃  𝑋 ≤ 𝑥𝑗   − 𝑥𝑖𝑃  𝑋 ≤ 𝑥𝑖   

                                            =  𝑥𝑗 +1

𝑖−1

𝑗 =1

𝑃  𝑋 ≤ 𝑥𝑗   −  𝑥𝑗

𝑖−1

𝑗 =1

𝑃  𝑋 ≤ 𝑥𝑗   − 𝑥𝑖𝑃  𝑋 ≤ 𝑥𝑖   

                                            =  𝑥𝑗

𝑖

𝑗 =2

𝑃  𝑋 ≤ 𝑥𝑗−1  −  𝑥𝑗

𝑖−1

𝑗 =1

𝑃  𝑋 ≤ 𝑥𝑗   − 𝑥𝑖𝑃  𝑋 ≤ 𝑥𝑖   

                                            = −  𝑥𝑗

𝑖

𝑗 =1

𝑃  𝑋 = 𝑥𝑗   ∙ 

Therefore, 

 𝑃

∞

0

  𝑋 > 𝑡  𝑑𝑡 −  𝑃

0

−∞

  𝑋 < 𝑡  𝑑𝑡 =  𝑥𝑗

∞

𝑗=1

𝑃  𝑋 = 𝑥𝑗   = 𝐸 𝑋 . 

(ii) Suppose that 𝑃  𝑋 ≥ 0  = 1. Then 𝑃  𝑋 < 𝑡  = 0, ∀𝑡 ≥ 0, and therefore  

𝐸 𝑋 =  𝑃

∞

0

  𝑋 > 𝑡  𝑑𝑡 −  𝑃

0

−∞

  𝑋 < 𝑡  𝑑𝑡 =  𝑃

∞

0

  𝑋 > 𝑡  𝑑𝑡. 

 

(iii) Suppose that 𝑃  𝑋 ∈  0, ±1, ±2, ⋯   . Then, for 𝑚 ∈ 𝑍 (the set of integers) and 

𝑚 − 1 ≤ 𝑡 ≤ 𝑚, we have 

𝑃  𝑋 > 𝑡  = 𝑃  𝑋 ≥ 𝑚   and 𝑃  𝑋 < 𝑡  = 𝑃  𝑋 ≤ 𝑚 − 1  ∙ 

       Therefore, 

 𝑃

∞

0

  𝑋 > 𝑡  𝑑𝑡 =   𝑃

𝑛

𝑛−1

  𝑋 > 𝑡  

∞

𝑛=1

𝑑𝑡 
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                                =   𝑃

𝑛

𝑛−1

∞

𝑛=1

  𝑋 ≥ 𝑛  𝑑𝑡 

                                =  𝑃  𝑋 ≥ 𝑛  

∞

𝑛=1

, 

 

      𝑃

0

−∞

  𝑋 < 𝑡  𝑑𝑡 =   𝑃

−𝑛+1

−𝑛

  𝑋 < 𝑡  

∞

𝑛=1

𝑑𝑡 

                               =   𝑃

−𝑛+1

−𝑛

  𝑋 ≤ −𝑛  

∞

𝑛=1

𝑑𝑡 

                                =  𝑃  𝑋 ≤ −𝑛  

∞

𝑛=1

, 

and the assertion follows on using (i). 

(iv) Suppose that 𝑃  𝑋 ∈  0, 1, 2, ⋯    = 1 . Then 𝑃  𝑋 ≤ −𝑛  = 0, ∀𝑛 ∈  1, 2, ⋯   

and the result follows from (iii). 

Theorem 3.2  

(i) Let 𝑋 be a random variable of discrete type with support 𝑆𝑋  and p.m.f. 𝑓𝑋 . Let 

ℎ: ℝ → ℝ be a Borel function and let 𝑇 = ℎ 𝑋 . Then 

𝐸 𝑇 =  ℎ 𝑥 

𝑥∈𝑆𝑋

𝑓𝑋 𝑥 , 

provided it is finite. 

(ii) Let 𝑋 be a random variable of absolutely continuous type with p.d.f. 𝑓𝑋 . Let 

ℎ: ℝ → ℝ be a Borel function and let 𝑇 = ℎ 𝑋 . Then  

 

𝐸 𝑇 =  ℎ 𝑥 

∞

−∞

𝑓𝑋 𝑥 𝑑𝑥, 

provided it is finite. 

Proof. 

(i) By Theorem 2.1, 𝑇 = ℎ 𝑋  is a random variable of discrete type with support 

𝑆𝑇 =  ℎ 𝑥 : 𝑥 ∈ 𝑆𝑋  and p.m.f. 
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𝑓𝑇 𝑡 = 𝑃  𝑇 = 𝑡  =  
 𝑃

𝑥∈𝐴𝑡

  𝑋 = 𝑥  ,      if 𝑡 ∈ 𝑆𝑇

0,                                 otherwise

,  

 

where 𝐴𝑡 =  𝑥 ∈ 𝑆𝑋 : ℎ 𝑥 = 𝑡 , 𝑡 ∈ 𝑆𝑇 , so that  𝐴𝑡 : 𝑡 ∈ 𝑆𝑇  forms a partition 

of 𝑆𝑋 𝐴𝑠 ∩ 𝐴𝑡 = 𝜙, if 𝑠 ≠ 𝑡, and  𝐴𝑡 = 𝑆𝑋𝑡∈𝑆𝑇
 . Therefore, 

                 𝐸 𝑇 =  𝑡𝑃

𝑡∈𝑆𝑇

  𝑇 = 𝑡   

                            =  𝑡

𝑡∈𝑆𝑇

  𝑃

𝑥∈𝐴𝑡

  𝑋 = 𝑥    

                           =   𝑡

𝑥∈𝐴𝑡

𝑃  𝑋 = 𝑥  

𝑡∈𝑆𝑇

 

                           =   ℎ(𝑥)

𝑥∈𝐴𝑡

𝑃  𝑋 = 𝑥  

𝑡∈𝑆𝑇

      (since for 𝑥 ∈ 𝐴𝑡 , 𝑡 = ℎ 𝑥 ) 

                            =  ℎ(𝑥)

𝑥∈ 𝐴𝑡𝑡∈𝑆𝑇

𝑃  𝑋 = 𝑥        (since  𝐴𝑠 ∩ 𝐴𝑡 = 𝜙, if 𝑠 ≠ 𝑡) 

                            =  ℎ(𝑥)

𝑥∈𝑆𝑋

𝑃  𝑋 = 𝑥                 (since  𝐴𝑡

𝑡∈𝑆𝑇

= 𝑆𝑋  ) 

                            =  ℎ(𝑥)

𝑥∈𝑆𝑋

𝑓𝑋 𝑥 . 

 

(ii) Define 𝐴𝑡 =  𝑥 ∈ 𝑆𝑋 : ℎ 𝑥 > 𝑡 , 𝑡 ≥ 0 , and 𝐵𝑠 =  𝑥 ∈ 𝑆𝑋 : ℎ 𝑥 < 𝑠 , 𝑠 ≤ 0 . 

For simplicity we assume that, for every 𝑡 ≥ 0 and 𝑠 ≤ 0, 𝐴𝑡  and 𝐵𝑠  are 

intervals. Then, using Theorem 3.1 (i), 

  

                         𝐸 𝑇 =  𝑃  𝑇 > 𝑡  𝑑𝑡 −  𝑃  𝑇 < 𝑠  𝑑𝑠
0

−∞

∞

0

 

                                    =   𝑓𝑋 𝑥 𝑑𝑥

𝐴𝑡

𝑑𝑡 −   𝑓𝑋 𝑥 𝑑𝑥

𝐵𝑠

𝑑𝑠

0

−∞

∞

0

 

                                    =   𝑓𝑋 𝑥 𝑑𝑡

ℎ(𝑥)

0

𝑑𝑥 −   𝑓𝑋 𝑥 𝑑𝑠

0

ℎ 𝑥 

𝑑𝑥,

𝐵0𝐴0

 

on interchanging the order of integration in the above two integrals and using 

the following two observations: (a) 𝑡 ∈  0,∞ , 𝑥 ∈ 𝐴𝑡 ⇔ 𝑥 ∈ 𝐴0  and 𝑡 ∈

 0, ℎ 𝑥  ; (b) 𝑠 ∈  −∞, 0 , 𝑥 ∈ 𝐵𝑠 ⇔ 𝑥 ∈ 𝐵0 and 𝑠 ∈  ℎ 𝑥 , 0 . Therefore, 
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                                             𝐸 𝑇 =  ℎ

𝐴0

 𝑥 𝑓𝑋 𝑥 𝑑𝑥 +  ℎ

𝐵0

 𝑥 𝑓𝑋 𝑥 𝑑𝑥 

                                                         =  ℎ

𝑆𝑋

 𝑥 𝑓𝑋 𝑥 𝑑𝑥 

                                                         =  ℎ

∞

−∞

 𝑥 𝑓𝑋 𝑥 𝑑𝑥, 

Since 𝐴0 ∩ 𝐵0 = 𝜙 and 𝑆𝑋 = 𝐴0 ∪ 𝐵0 ∪  𝑥 ∈ 𝑆𝑋 : ℎ 𝑥 = 0 . ▄ 

Remark 3.2  

Recall that probability density function of absolutely continuous type random variable is 

not unique. However the distribution function of any random variable is unique. Theorem 

3.1 (i) implies that the expected value 

𝐸 𝑋 =  𝑥

∞

−∞

𝑓𝑋 𝑥 𝑑𝑥 =   1 − 𝐹𝑋 𝑡  𝑑𝑡 −  𝐹𝑋 𝑡 − 𝑑𝑡
0

−∞

,
∞

0

 

of an absolutely continuous type random variable is unique (i.e., it does not depend on the 

version of p.d.f. used) although the probability density function 𝑓𝑋  may not be unique. ▄ 

. 


