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Course Name: Deep Learning
Faculty Name: Prof. Prabir Kumar Biswas
Department : E & ECE, IIT Kharagpur

Topic

Lecture 01: Introduction




CONCEPTS COVERED

Concepts Covered:

[ Deep Learning: An Introduction

] Descriptors/ Feature Vectors
J_Machine Learning vs. Deep Learning

I Discriminative/ Generative Model

[ Challenges

(d Power of Deep Learning
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Origin of Machine Learning?

..... Lies in very early efforts of understanding
Intelligence.

 What is Intelligence?

* It can be defined as the ability to comprehend; to
understand and profit from'experience.

e Capability to acquire and Apply Knowledge.




Learning?
2300 Years ago....

e Plato (427-347 BC)

* The concept of Abstract Ideas
are known to us a priori, through
a Mystic connection with world.

* He concluded that ability te think
is found in a priori knowledge of
the concepts.




Learning?
J Plato’s

Pupill...
 Aristotle (384-322 BC)

e Criticized his Teacher’s Theary

as it is not taking into account

the important aspect
--- An ability to Learn or Adapt to changing




Descriptors/ Feature
Vectors
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Descriptors/ Feature Vectors




Descriptors/ Feature Vectors




Descriptors/ Feature Vectors




Machine Learning
VS
Deep Learning




Discriminative-vs.
Generative Model




Discriminative Model

Error Backprop < LOSS>

Predicted P (Y | X)

Cat Cat
Learning

a
Algorithm - Cat Doeg

(8) Dog Cat




Generative Model

“What | can not create, | do not
understand.”

- Richard Feynman

1 Collect a large amount*efidata in some domain

d Train a model to generate data like it.




Challenge
S
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Power of Deep
Learning




High Resolution Image Synthesis’




Image Super resolution*




Image to Image Translation

Labels to Street Scene Labels to Facade BW to Color

input ' ouut o input output
Day to Night Edges to Photo




Video to Video Translation*

Input Labels Style |

B 4 R 4

Style 3



Medical Image Processing
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Course Name: Deep Learning
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Topic

Lecture 02: Feature Vector




Descriptors/ Feature Vectors




Descriptors/ Feature Vectors




Descriptors/ Feature Vectors




Concepts Covered: Descriptors/ Features
 Visual Signals

** Boundary Features

CONCEPTS COVERED **. Region Features

), Audio Signals




Boundary
Descriptors




SHape Feature’ Po|ygona|

Representation




Sighature




Fourier Descriptor




Statistical Moments




Region Descriptors
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Course Name: Deep Learning
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Topic

Lecture 03: Region Descriptors




Descriptors/ Feature Vectors




Descriptors/ Feature Vectors




Descriptors/ Feature Vectors




Concepts Covered: Descriptors/ Features
 Visual Signals

*%* BoWwndary Features

CONCEPTS COVERED **. Region Features

), Audio Signals




Region Descriptors




Intensity Descriptor




Intensity Descriptor
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Colour Feature




Texture Descriptors




Pixel Domain/ Co-occurrence Matrix
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Pixel Domain/ Co-occurrence Matrix
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Co-occurrence matrix based descriptors

Maximum Probability max(cij)
ij
- - k
Element Difference Moment ZZ(I - 1) Ci,j
]
Inverse Element Difference Moment chi,j/(i N J)k | # |
b

Uniformity ZZCU?
_chij log, C;
i







Time Domain Feature - LPC

4 )




Spectral Domain- MFCC

Step 1 Step 2 Step 3 Step 4
Take Fourier Spectrum Use Lf'iang‘:‘lar Mel frequencies| Take logarithmic . | Mel log Take
transform of / overlapping windows / of the powers of V. discrete cos
! e to map powers on quencies -
speech signal Mel scale powers transform )
Spectrum
7/
MFCC

Step 5

(amplitude of

spectrum)

J




Tragltlonal I\/Iache Learning vs. Deep

Learning
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NPTEL ONLINE CERTIFICATION COURSES

Course Name: Deep Learning
Faculty Name: Prof. P. K. Biswas
artment : Electronics and Electrical Communication Engineering

Topic

Lecture 04: Bayesian Learning




Concepts Covered:

(] Feature Space Representation
J BayesRule

CONCEPTS COVERED

1 'Bayes Minimum Error Classifier

 Bayes Minimum Risk Classifier




Feature Space Representation




Feature Space Representation

A




Feature Space Representation

p(X /)




Bayesian Learning
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Course Name: Deep Learning
Faculty Name: Prof. P. K. Biswas
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Lecture 05: Bayes Minimum Risk Classifier




Concepts Covered:

] Feature Space Representation
] Bayes/RRuUlé

CONCEPTS COVERED

EYBayes Minimum Error Classifier

 Bayes Minimum Risk Classifier




Feature Space Representation




Feature Distribution

p(X /)




Bayes Minimum Error Classification




Bayes Minimum Risk Classification
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