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Face Recognition System

Face recognition system has become a integral part of
our modern day to day life. Various application of face
recognition system are:

O Payments
1 Access and security
O Criminal identification
O Advertising

O Healthcare




Face Recognition System

Challenges:
[ Different illumination condition.

[ Different Pose and orientation of
image.

J Other variational conditions.

O Limited Dataset for training.




One Shot learning

d One-shot learning is an object categorization problem, found
mostly in computer vision.

[ Most machine learning based object categorization algorithms
require training on hundreds or thousands of samples/images
and very large datasets,

[ One-shot learning aims to learn information about object
categories from one, or only a few, training samples/images.




One Shot learning

Face Recognition as a One shot Learning:

a

(i N

Consider a facial recognition system which is used by a small
organization for security purpose.

It has one image of every person working.in that company.
The network needs to be train using those few images,

It can identify a person who is not working in the company and
also the verify who is working currently in the company.

This problem becomes one shot or few shot learning problem.




FaceNet

FaceNet learns a embedding function f(x); |[|f ()|, = 1)
fix € RM*XN 5 Rd. » d <M X N

Take two images Xx; and X;

2
|f () = fx)|

Smallif x; and x; are same person
Large otherwise




FaceNet
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[ FaceNet uses a deep CNN model to learn the embedding
function f(x).

O It consists of a batch input layer and a deep CNN

U Followed by L2 normalization, which results in the face
embedding.




Training/Triplet Loss
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»| Triplet Loss

0 Minimize triplet loss function :-loss function
using three images

L An anchor image A, a positive image P (same
person as the anchor), and a negative image
N (different person than the anchor).

O Distance d(f(A), f(P)) must be less than or
equal to the distance d(f(A), f(N))




Triplet Loss

Desired:-  [If(x*) — f(xP)II5 < If (x*) — fF (™5
The problem:

O The model can learn to make the same encoding for different
images of the same person.

d That makes ||f(x%) — f(xP)|[, =0
O Unfortunately, it will satisfy the triplet loss function.
1 Model stops learning.

O Solution: add a margin «a to always have a gap between A and P
versus A and N.




Triplet Loss
Thus: [If(x®) = fEPIZ+ a < If(x*) = FEMII3

The loss that is being minimized is then
N

L= ) f&*) = fGPlz = If (x®) = fF&™IZ + al




Triplet Loss

Negative m
Anchor LEARNING
Negative
Anchor

Positive Positive

O The Triplet Loss minimizes the distance between an anchor and a positive.
L Maximizes the distance between the anchor and a negative.
O Compact clusters of embedding of same person.

O Pictures of the same person become close to each other.

O Pictures of different persons are far from each other.




Triplet Selection

[ Selecting all possible triplets would result in many triplets that
satisfy || f(x® — xP|15 + a < [[f(x® = %"||3).

[ These triplets would not contribute to the training and result in
slower convergence, as they would still be passed through the
network.

1 Itis crucial to select hard triplets, that are active and can
therefore contribute to improving the model.




Triplet Selection

 In order to ensure fast convergence it is crucial to select
triplets that violate the triplet constraint .

(0 This means that, given x;* , we want to select an xf (hard

positive) such that argmax_ || fi(x{) — f(xlp)”z

O Similarly selectx;* (hard negative) such that
argmingllf (x®) — FEPI3




Triplet Selection

[ Selecting hardest negative may collapse the
model: f(x)=0.

[ Select semi-hard negative

If x®) = FOPHNZ < NIf (%) = fFe™IZ




Face Verification

[ Pass the reference image and the query image through the embedding network.
[ Use the distance between them for verification.

d(reference, query) = ||f (refernce) — f(query)||5

O O
E -0 O &
e b

Reference Image .
f(reference_image)

uery Image
f(query_image)
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Convolution!Deconvolution
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Image Segmentation

) Image segmentation is the task of partitioning an image into multiple Regions.

1 Grouping pixels together on the basis of specific characteristic(s).

1 Characteristics can often lead to different types of image segmentation, which
we can divide into the following:

ly,
4
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» Semantic Segmentation

» Instance Segmentation




Semantic Segmentation

L Semantic segmentation refers to the process of linking each pixel in an image to a class label.
O We can think of semantic segmentation as image classification at a pixel level.

O In an image having many cars, segmentation will label all the objects as car objects.

O In the example image all the pixels belonging to different classes like; human, car, house and
grass is labelled with different colours.




Instance Segmentation

Instance segmentation includes identification of boundaries of the objects at the detailed pixel level.
Following example shows the difference between semantic segmentation and instance segmentation.

Semantic Segmentation Instance Segmentation




Use of Semantic Segmentation

For Autonomous driving

LIBASE NBOVRZ212 16:11:11 11/02/2017




Use of Semantic Segmentation

For Medical Applications

Segmentation of white matter,
grey matter and Cerebrospinal
fluid from brain MRI image.




Fully Convolutional’Network
for
Semantic Segmentation




Fully Convolutional Network
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Fully Convolutional Network

32x upsampled
image convl pooll conv2 pool2 conva pool3 conv4 poold conviH poold  convB-T prediction (FCN-32s)

Q After going through conv7 the output size 1/32.

forward /inference

backward/learning

@ 32x upsampling is done to make the output have
the same size of input image.

U But makes the output label map sparse.
U Itis called FCN-32s.




Fully Convolutional Network

32x upsampled 2x upsampled
prediction (FCN-32s)  prediction
.
= \
s \
pool3 poold pool5 E poold
J prediction
- A
| IS vy - /
/
> '
\\h___________.._--—-“"""###

16x upsampled

prediction

FCN-16s)

.

pool3
prediction

2x upsampled
predic

8x

upsampled
tion (FCN-8s)

el

-
-
-
i

=
=
=

g H
A

>




Fully Convolutional Network

FCN-32s FCN-16s FCN-8s Ground truth
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Fully Convolutional Network
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Fully Convolutional Network

FCN-32s FCN-16s FCN-8s Ground truth




Deconvolution Network
for
Semantic Segmentation




Deconvolution Network

person

(b) Missing labels due to small object size




Deconvolution Network
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Deconvolution/Upsampling
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Deconvolution/Upsampling
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Network Training
for
Semantic Segmentation




Deconvolution Network
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Fully Convolutional Network

forward /inference

backward /learning
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Training Ground Truth




Training for Sem Segmentation
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Semantic Segmentation
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