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The Lecture Contains:

B Johnson-Lindenstrauss lemma
« Efficient construction
B Embedding Quadratic Form distance

B Bounds on distortion

B Proof for ¥ -relaxed symmetry

B Proof for e-relaxed triangular inequality
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Johnson-Lindenstrauss lemma

« Embedding (mapping f) of N points from (R™, L3) to (R*, L,) where

k = O(lg N/€*) with distortion at most {1 + €)

« Randomized construction

« Construct k vectors 71,7z,....Tk Where each component Tij is chosen from a standard

normal distribution N(0, 1)

« Object o is then mapped to f(o) where

f{ﬂ-} = (11"&}{(097'1}! '[:':'"s rﬂ:}: ] '[:ﬂ'- rk)]'

e Then, for two objects x and ¥, with very high probability,

(1 —e)d(z,y) < d'(flz), fly)) < (1 +€)d(z,y)

e (1= ol|z—yl* < [|f (@) - F)I? < (L + )z —v]|?

file:///C)/Documents¥%20and%20Settings/iitkranal/M y%20D ocuments/Googl €%620T al k%20Recei ved%20Files/ist_data/l ecture33/33_2.htm[6/14/2012 3:53:29 PM]


file:///C|/Documents%20and%20Settings/iitkrana1/My%20Documents/Google%20Talk%20Received%20Files/ist_data/lecture32/32_8.htm

Objectives template

Module 6: Dimensionality Reduction

Lecture 33: Embedding

Prev topic = MNexttopic Prev page

Hext page

Efficient construction

¢ Choose k = %EN= O(lg N/€*)

« For data matrix A of size N x m, construct embedding matrix K of size m x k& where

Tij are independent random variables (iid) chosen from one of the following distributions:

e +1  with probability 1/2
71 =1 with probability 1/2

+1  with probability 1/6
rij =V3x{ 0  with probability 2/3
—1  with probability 1/6
o Embedded data F is given by

E = (1/VE)AR

« With probability 1 — {1/N9),

(A —e)llz -yl < [If(x) - fI* < (L+e)llz —yl|?
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Embedding Quadratic Form distance
o QFDs and other statistical distances do not allow indexes

¢ Aim is to design a low distortion low-dimensional embedding

o Matrix A in QFD allows Cholesky decomposition since A is symmetric and positive definite

QFD(z,y) = q/(m —y)TA(z —y)

= /(z —Y)TCTC(z — y) = 1/(Cz — Oy)T(Cx — Cy)

= LE(CEJ Gy]
« Therefore, embedding is (z, @FD) — (Cz, L3)

o Allows further dimensionality reduction as well
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Bounds on distortion

« If original distance d is not a metric, it is advisable to embed into a metric distance '

« However, if d does not obey relaxed metric properties, then this embedding cannot be low
distortion

e Relaxed metric properties:

¢ ¥-relaxed symmetry:

¥p,g, |d{p,q) —d(g.p)| £v [y =0

« -relaxed triangular inequality:

¥p,q,7. d(p.r) +d(r,q) = ad(p.q) [a<1]
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Bounds on distortion

« If original distance 4 is not a metric, it is advisable to embed into a metric distance '

« However, if d does not obey relaxed metric properties, then this embedding cannot be low
distortion

e Relaxed metric properties:

¢ ¥-relaxed symmetry:

¥p,g, |d{p,q) —d(g.p)| £v [y =0

« -relaxed triangular inequality:

¥p,q,7, dip,r) +d(r,q) = aud(p.q) [a <]
o If d does not obey “-relaxed symmetry, then any embedding into a metric space @' must

have a distortion of at least than 1 + ~/M where ¥p, g, d(p,q) < M
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Bounds on distortion

« If original distance 4 is not a metric, it is advisable to embed into a metric distance '

« However, if d does not obey relaxed metric properties, then this embedding cannot be low
distortion

e Relaxed metric properties:

¢ ¥-relaxed symmetry:

¥p,g, |d{p,q) —d(g.p)| £v [y =0

« -relaxed triangular inequality:

¥p,q,7, dip,r) +d(r,q) = aud(p.q) [a <]
o If d does not obey “-relaxed symmetry, then any embedding into a metric space @' must

have a distortion of at least than 1 + ~/M where ¥p, g, d(p,q) < M

o If d does not obey e -relaxed triangular inequality, then any embedding into a metric space

d’ must have a distortion of at least 1/cx
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Proof for 7v-relaxed symmetry

« If distortion is I, then

¥p,q, ed(p,q) <d'(p'.q) < e.D.d(p,q)

o If d does not follow 7 -relaxed symmetry, then for some p. q,

d(p,q) > dfq, p) +
L ed(p.q) > cd(g.p) + ey

= d'(p'.q') > cd(g,p) + ey

_, dWd) e

c.d(g,p) e.d(q, p)

d'(q',7) ey

ed(@.p) > l+m [ d(g,p) £ M]
— D>1+ %

« /M is just an additive distortion
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Proof for a-relaxed triangular inequality

« |If distortion is IJ, then
¥p, g, ed(p,q) < d'(p’.q') < e.D.d(p,q)

o If d does not follow ¢x-relaxed triangular inequality, then

d(p,r) +d(r,q) < a.d(p.q)

e Since d' is a metric,

d(p. ) +d'(r.qd) = d(p.q)
— e.D.d(p,r) +e.D.d(r,q) = d(p'.q)
— c.D.(d{p,v) +d(r.q)) = cd(p,q)

— c.D.(a.d(p,q)) > c.d(p,q)

1

= D>—
¥

« 1/wv is a multiplicative distortion
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