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1) 1 point

2) 1 point

Assignment 2
The due date for submitting this assignment has passed.

As per our records you have not submitted this

assignment.

A binary symmetric channel (BSC) with crossover probability  is shown in the figure below.

Two BSCs with the same crossover probability are cascaded such that the output of channel-1 is fed

as input to channel-2. The overall capacity of the equivalent channel in terms of the entropy

function  is 

No, the answer is incorrect.

Score: 0

Accepted Answers:

A binary erasure channel is shown in the following figure. It has two inputs  and

three outputs .
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3) 1 point

4) 1 point

The capacity of the channel in terms of  is

No, the answer is incorrect.

Score: 0

Accepted Answers:

The probability density function  which maximizes the differential entropy  such

that the corresponding signal satisfies the constraints  and 

Uniformly distributed in the interval [0,2S].

No, the answer is incorrect.

Score: 0

Accepted Answers:

A continuous random variable  has a peak magnitude  The differential entropy

of  is maximum when the distribution of  is

Gaussian

Uniform

Exponential

Rayleigh

No, the answer is incorrect.
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5)

1 point

Score: 0

Accepted Answers:

Uniform

The capacity (bits/transmission) of the channel shown in the figure below is 

No, the answer is incorrect.

Score: 0

Accepted Answers:

(Type: Range) 0.09,0.1
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