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Abstract

Flow over a square cylinder leads to exceedingly complex fluid flow patterns in the wake.

The flow field is characterized by a series of transitions with increasing Reynolds num-

ber. Additional complexity is developed when the cylinder is oscillated, either parallel

(inline) or normal (transverse) to the main flow direction. Starting from a steady lam-

inar condition, flow evolves to become unsteady at a Reynolds number of around 50,

followed by periodic vortex shedding. With further increase in Reynolds number, flow

becomes three dimensional even for a nominally two dimensional geometry at a Reynolds

number of around 180. In the intermediate range of Reynolds numbers, namely 300-600,

a chaotic state of the wake has been reported. At much higher Reynolds numbers (say

> 5000) flow is everywhere three dimensional and turbulent. Much of the previous re-

search on bluff body flows has focused on the circular cylinder geometry. Flow over a

square cylinder is also a fundamental problem of interest to engineering. The fact that

the point of separation is fixed for square geometry leads to significant differences in the

flow structure when compared to a circular cylinder.

In the present work, the wakes of stationary and oscillatory square cylinders in the

intermediate range of Reynolds number have been studied. For a stationary cylinder,

the effect of cylinder orientation (i.e. the incidence angle with respect to the incoming

flow direction) has been studied. Inline oscillations of the cylinder at zero incidence

angle have been considered. The Reynolds number chosen for study is in the range

of 90≤Re≤ 610. The flow field has been investigated via experiments. Both spatial

and temporal flow fields have been studied using particle image velocimetry (PIV) and

hotwire anemometry (HWA), the former providing flow visualization images as well. The

experimental technique and results have been validated against the data available in the

literature and other established experimental techniques for measuring flow parameters.

Measurements of PIV and hotwire anemometry have been compared against each other.

Particle traces have been recorded as images to improve the basic understanding of the

flow distribution.

Stationary square cylinder
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For this configuration, the flow field has been characterized in terms of the time-averaged

velocity field, instantaneous flow structure and overall flow parameters. Two different

aspect ratios (AR=16 and 28) and four cylinder orientations (θ=0, 22.5, 30 and 45o) have

been considered. Quantities reported include Strouhal number, drag coefficient, time-

averaged velocity field, stream traces, vorticity, turbulence intensity, centerline velocity

recovery, power spectra, kinetic energy budget and flow visualization. Important results

to emerge from the present study are the following: All flow parameters are seen to

be affected by the cylinder orientation. A minimum in drag coefficient occurs at 22.5o.

At this orientation the Strouhal number is a maximum. For orientations other than

0 and 45o, the wake is asymmetric. The v-velocity profile clearly brings out the wake

asymmetry. The roll up of the shorter shear layer governs wake unsteadiness and hence

Strouhal number. The loss of symmetry of the wake increases the transverse velocity,

increases the base pressure and lowers drag. This factor is counter-balanced by an

increase in blockage itself, but the minimum in the drag coefficient at an orientation of

22.5o confirms that the former has an overall stronger influence at small cylinder angles.

Stronger three dimensionality of the flow field at this angle additionally contributes to

higher base pressure and lower drag.

Drag coefficient and Strouhal number are seen to be strong functions of aspect

ratio for the range of Reynolds number studied. Strouhal number increases with an

increase in aspect ratio while drag coefficient decreases with an increase in aspect ratio.

For both aspect ratios, a minimum in drag coefficient is found at 22.5o. For this orienta-

tion, Strouhal number is a maximum. The centerline recovery of streamwise velocity is

greater for the higher aspect ratio cylinder (AR=28) when compared to low aspect ratio

(AR=16). The size of the recirculation bubble is lower at the higher aspect ratio and

explains the above trends in Strouhal number and drag coefficient.

The visualization pictures show that the separation distance between the alternat-

ing Kárman vortices is a function of both aspect ratio and cylinder orientation. The

multiple modes in the power spectra indicate the modification of vortex shedding pro-

cess and appearance of secondary vortical structures. From secondary flow visualization

images it is seen that the flow three dimensionality is stronger for AR=16 compare to

AR=28.

Drag coefficient and Strouhal number show only a weak dependence on Reynolds

number. However, the flow structure is strongly affected. The velocity fluctuations (in

particular, the peak values) generally increase with Reynolds number. The flow visualiza-

tion images show the effect of Reynolds number clearly. Flow becomes increasingly three
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dimensional as Reynolds number increases. Power spectra also show quasi-periodicity

in flow unsteadiness at higher Reynolds numbers. This is seen in the form of multiple

peaks in the spectra; hence energy is transferred across discrete harmonics other than

that of vortex shedding. The maximum in the streamwise velocity fluctuation at the

cylinder centerline doubles over the Reynolds number range of Re=165 to 595.

Effect of in-line cylinder oscillations

Flow past a square cylinder oscillated in the streamwise direction is investigated at zero

angle of incidence. Two Reynolds numbers (Re=170, 355) have been considered for

study. An aspect ratio of 28 has been selected for experiments. The effect of forcing

frequency and amplitude of oscillation have been independently brought out. A limited

study at an aspect ratio of 16 has also carried out at Re=175.

A strong effect of forcing frequency in the near-wake flow field is uniformly to

be seen in the measured data. The recirculation length and formation length reduce

substantially with an increase in frequency and directly diminish the time-averaged drag

force acting on the cylinder. The instantaneous vorticity contours show the shear layer

elongation to be a minimum before separation; hence the longitudinal wavelength of the

shed vortices reduces. The time-averaged vorticity contours show that with an increase

in frequency, the large scale vortices move closer to the cylinder. Their concentration

near the cylinder leads to higher magnitudes of vorticity. The RMS values of velocity

fluctuations cluster around the cylinder as well. By a mechanism of improved mixing,

they can result in pressure equalization and a further reduction in drag coefficient. The

extent of influence depends on the frequency of oscillation with respect to the vortex

shedding frequency of the stationary cylinder configuration.

The effect of amplitude of oscillation on the flow details has been studied when

the forcing frequency is kept constant at the vortex shedding frequency of the stationary

cylinder. The time-averaged flow field shows a nominal effect of increase in amplitude

but the instantaneous flow field changes significantly with amplitude. The time-averaged

velocity profiles show asymmetry with increase in the perturbation amplitude. Asym-

metry is also seen in the contours of RMS velocity. The peak value of RMS velocity

increases with amplitude. The peak RMS value also moves upstream with an increase

in the amplitude. The effect of increasing the amplitude at a given frequency leads to a

reduction of the length of the recirculation bubble and the vortex formation region.
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Chapter 1

Introduction

Bluff body wakes have been the subject of extensive investigation in view of their ap-

plications to wind engineering, hydrodynamics, aerodynamics and electronics cooling.

Such wakes display characteristics that are distinct to the object shape, Reynolds num-

ber and distance from the object itself. At high Reynolds numbers, the wake structure

is complex owing to unsteadiness and turbulence. In the lower range of the Reynolds

number, recent studies show that the flow field, along with unsteadiness, is complex

owing to three dimensionality even in nominally two dimensional geometries. Bluff body

cross section that are often employed are circular and rectangular (especially, square).

Between the two, the circular geometry has received considerable attention compared to

rectangular. For square/rectangular cross-sections, the orientation with respect to the

mean flow is another important parameter.

The vortex shedding frequency and more generally, the wake behavior depends on

different aspects of the flow field such as the end conditions, blockage ratio of the flow

passage, upstream turbulence level and the aspect ratio of the bluff body (Figure 1.1).

In certain context, the flow complexity can be exploited for attaining varying degrees

of control. If the bluff object is rectangular in cross section, the wake is determined

primarily by flow separation initiated at its corners. The wake thus obtained shows

sensitivity to aspect and blockage ratios, and Reynolds number. This may, however, not

be sufficient to alter significantly the flow pattern.

The ability to actively or passively manipulate a flow field to effect a desired change

is of immense technological importance. Modification and control of the flow can be

employed to reduce the intensity of the wake in order eliminate flow induced oscillation

and to reduce drag experienced by the object. A variety of techniques are available to

control the flow field. These are classified as active and passive control. In passive control
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the geometry or the configuration of the bluff body is modified to get the desired change

in flow structure (Figure 1.2). No external energy is required for this type of control.

Active flow control is a very recent topic of research as it required understanding of the

coherent flow structures that can be manipulated according to requirements. For active

techniques external energy is required to bring the desirable changes in flow structure. It

may be implemented by using an independent external disturbance or a feedback-signal

control system. When there is no feedback, it is called an open loop system, while with

feed back, it is a closed loop system. Depending upon the direction of motion with

respect to the flow direction, the oscillation may be transverse or in-line. In most of

the flow applications, transverse oscillation is applied to counteract the instantaneous

transverse force due to vortex shedding. Yet, there are situations where we encounter

in-line oscillation (Figure 1.4) such as the damaging vortex induced oscillation of trash

racks and of piles in tidal waters. Here, the wave and current induced forces on offshore

structures need to be determined when the structure experiences in-line oscillations.

With the understanding the coherent structure in fluid flow and its role in determining

fluid forces active, a control strategy can be effectively applied, in principle, for reducing

flow-induced forces.

In a passive control system, the geometry of the object with respect to the flow

direction is manipulated to get the desired effect. Preliminary studies show that a large

variation in the flow field is possible if the object motion is driven by the unsteadiness

of the wake. To implement this strategy, the active flow control system will consist of

sensors, actuators and a PC-based controller.

1.1 Flow over a Square Prism

Flow past a bluff body, in particular a square cylinder has attracted researchers due to

its practical application on one hand and interesting flow details, on the other. Flow

past a square cylinder replicates flow past a circular cylinder in terms of instability (Fig-

ure 1.5) and transition phenomena. The separation mechanism, the subsequent shedding

frequency and the aerodynamic forces differ from that of a circular cylinder. Unlike a

circular cylinder where the separation point varies with Reynolds number, the separation

point is fixed for a square cylinder at the leading or trailing edge. Consequently, the fluid

forces are insensitive to Reynolds number. This result is not applicable for low Reynolds

number flow particularly in the transition range of Reynolds number. Furthermore, the

width of the wake behind the cylinder is at-least one diameter whereas it is less than the
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cylinder diameter for a circular cylinder. Hence, the square cylinder is more of a bluff

body than a circular cylinder.

A large number of investigations have been performed on a circular cylinder at

low as well as high Reynolds number. Very few investigations have been reported for a

square cylinder at low and intermediate Reynolds numbers. At low Reynolds numbers,

aspect ratio and end conditions are important parameters along with blockage and free

stream turbulence. An additional parameter for the square cross-section of the cylinder

is incidence angle to the main flow. The flow separates at a fixed point on the square

cylinder, at its corners. By changing the cylinder orientation, flow separation can be

made asymmetric, thus changing the overall flow pattern.
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Figure 1.1: Disturbing parameters for flow past a square cylinder: blockage, aspect ratio
and cylinder oscillation.
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Figure 1.2: Vortices in the wake of a cylinder oriented at an angle to the incoming flow.
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Figure 1.5: Summary of instability patterns in the wake of a square cylinder.
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Figure 1.6: Definition of three planes around the cylinder where measurements were
performed.
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1.2 Objectives of the Present Work

In the present study flow past a prism of square cross-section has been considered.

Experiments with stationary as well as oscillating cylinders in the intermediate range of

Reynolds number have been conducted. The influences of cylinder orientation, aspect

ratio and cylinder oscillation have been examined. The objective here is to explore

the sensitivity of the wake to these external parameters. This knowledge will enable

control of the wake pattern and hence quantities such as forces acting on the object.

For a stationary cylinder, the flow field is affected by changing the cylinder orientation

with respect to mean flow direction. In experiments with oscillation, the cylinder is

given a prescribed motion in terms of frequency and amplitude in the direction of the

approaching flow. The objective of the present research is to contribute in fundamental

terms to the understanding the flow physics for a particular range of Reynolds numbers.

The present investigation is concerned with the intermediate Reynolds number

range of 100-600. The flow field has been explored experimentally using Particle image

velocimetry (PIV), Hotwire anemometry (HWA) and flow visualization. The cylinder is

turned through certain specified angles and its influence on the wake pattern is exam-

ined. When the wake is actively controlled, the cylinder is given prescribed oscillations

using an electromagnetic actuator. The PIV technique has been used to obtain the

spatial flow field. For recording temporal details, hotwire anemometry has been used.

Flow visualization has been carried out with the PIV camera (but a low inhomogeneous

particle concentration). The focus of the research is directed towards the control of flow

structure of the near-wake of the cylinder (x ≤10) and the measurement of important

global parameters such as drag coefficient and Strouhal number.

1.3 Thesis Organization

Subsequent chapters of the present thesis have been organized in the following sequence.

Chapter-2 presents a literature review related to the different aspect of the flow past a

square cylinder, circular cylinder, oscillating cylinder and the particle image velocimetry

(PIV). The experimental setup and associated instrumentation are discussed in Chapter-

3. The procedure for data reduction along with uncertainty analysis and validation of

experimental procedure are presented in Chapter-4. Chapter-5 deals with the results of

the present research for a stationary cylinder and related interpretations. The chapter is

divided in three sections, namely, effect of orientation, effect of aspect ratio, and effect
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of Reynolds number. In Chapter-6, results have been presented for flow past a cylinder

with oscillation. The effect of frequency and amplitude have been separately considered.

Chapter-7 summarizes the major conclusions of the present study and scope for future

work.





Chapter 2

Literature Review

The literature related to flow past a prism of square cross-section is reviewed here1. Other

bluff body cross-sections such as circular and rectangular are also discussed, though only

for comparison. The discussion pertains mainly to experiments reported in the literature,

while numerical data is included for comparison, where appropriate. Flow past a square

cylinder resembles that of a circular cylinder as far as instabilities are concerned. But

the separation mechanism and the consequent dependence of the shedding frequency and

the aerodynamic forces on the Reynolds number differ significantly. These differences

show up clearly in the flow properties of the near-wake. The separation points are fixed

at the leading corners for a square cylinder. It is also possible for the flow to re-attach

on the surface and separate again at the rear corners of the cylinder, a trend seen at

high Reynolds numbers. For a circular cylinder, the point of separation depends on

Reynolds number; in addition it may fluctuate about a mean position. Despite these

differences, the disturbed flow behind these bluff bodies share certain similarities. The

flow is characterized by the variation of local velocity in term of magnitude, direction

and time. Common features include formation of a recirculation bubble in the near wake,

a clear vortex shedding mechanism, center-line recovery of velocity and its fluctuations,

and statistical features that are geometry independent in the far-wake.

The literature review has been presented in the following sequence : (i) Flow over

circular cylinder, (ii) Flow over square cylinder, (iii) Cylinder oscillation and (iv) PIV

technique. The summary from the literature review leading to the objective of the thesis

has been presented in closure section.

1The phrase square cylinder will also be used to indicate this geometry.



10 Literature Review

2.1 Flow over a Circular Cylinder

The circular cylinder geometry has been extensively studied in the literature. In fact, the

current knowledge of bluff-body wakes stems from the research on flow past a circular

cylinder. In the following discussion, the phrase low Reynolds number refers to the

range 1-40, intermediate to the range 100-400 and high to the range 105 and higher.

The Reynolds number referred here is based on the average incoming velocity and the

cylinder diameter. The focus of the present thesis is towards the intermediate range of

Reynolds numbers.

Perry et al. (1982) studied flow past a circular cylinder using different flow visu-

alization techniques. The vortex shedding phenomena and other salient features of the

flow field were discussed on the basis of flow visualization images (Figure 2.1). From

instantaneous streamline patterns, the authors showed that a closed cavity forms behind

the cylinder at low Reynolds numbers. With an increase in Reynolds number, vortex

shedding is initiated, the closed cavity behind the cylinder becomes open and instanta-

neous alleyways permit fluid flow into the cavity. Vorticity convected into the cavity is

eventually squeezed out.

Figure 2.1: Flow visualization behind a circular cylinder (Perry et al. (1982))
.

Konig et al. (1990) studied the Strouhal-Reynolds number relationship for circular

cylinder when the wake is laminar. The authors showed that the frequency laws change

with a change in the end conditions. They have made measurements for three end

conditions (end cylinder, end plate and cylinder terminated at the test cell walls). They

recorded a discontinuity in the Strouhal number-Reynolds number curve for these end
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conditions. The highest possible shedding frequency was measured when the vortex axes

were parallel to the cylinder. When the shedding angle became slanted, the frequency

was lower. The lowest frequency was seen to correspond to the largest possible angle of

about 23o when the cylinder is terminated at the wall. The shedding frequency was also

found to be lower near the endplate when compared to cylinder centerline.

Lee and Budwig (1991) studied the effect of aspect ratio2 for a circular cylinder

at low Reynolds numbers using flow visualization and hotwire anemometry. For aspect

ratios greater than 60 and without end modification, the authors found a discontinuity

in the Strouhal number value in the Reynolds number range (64 <Re< 130). The

discontinuity was related to the end condition, wherein a strong stabilization effect on

the wake was seen for a small aspect ratio cylinder. The time-averaged wake profiles

showed an increase in the wake-width with a reduction in the aspect ratio.

Stäger and Eckelmann (1991) studied the effect of end-plates on the shedding

frequency of circular cylinders in the intermediate range of Reynolds numbers. Near

the end plate, the shedding frequency was found to be lower than at midspan. The

end-effect faded away with an increase in Reynolds number. The authors measured the

power spectrum of velocity both at the mid-plane of the cylinder as well as near the end

plate using a hotwire probe. It was shown that the end-effect faded away at mid-plane

particularly at the higher end of the Reynolds number range.

Szepessy and Bearman (1992) experimentally studied the effect of aspect ratio for

flow past a circular cylinder at high Reynolds number (8×103<Re< 1.4×105). Moveable

end-plates were used to vary the aspect ratio of the cylinder from 0.25-12. The wake in

the central region of the cylinder was seen to be two-dimensional due to the presence

of end plates. Within a certain range of Reynolds numbers of the study, a substantial

increase in lift coefficient was seen for a reduction in aspect ratio, reaching a maximum

for an aspect ratio of unity. The shedding frequency was seen to correlate closely with

the fluctuating lift force. The shedding frequency diminished at smaller aspect ratios.

Karniadakis et al. (1992) numerically studied three dimensionality and transition

to turbulence in the wake of a circular cylinder. The authors reported that the wake

undergoes a rapid transition to a chaotic three-dimensional state at a Reynolds number

of 500 starting from a laminar two-dimensional state at a Reynolds number of 200. The

route followed to the chaotic state was of the period-doubling type.

Norberg (1994) studied the effect of aspect ratio for flow past a circular cylinder

2namely, the length-to-diameter ratio
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over a wide range of Reynolds numbers. The range was large enough to cover laminar,

transition and ultimately turbulent flow. In the laminar range, the critical Reynolds

number for onset of vortex shedding was found to be a constant for aspect ratios larger

than 40. However it is delayed for lower aspect ratios. At aspect ratios larger than 100,

the Strouhal number was independent of aspect ratio. The author found a bi-stable flow

pattern switching between regular vortex shedding and irregular flow in the intermediate

range of Reynolds numbers. The results obtained in their study are in good agreement

with the later study of Williamson (1996).

Wu et al. (1994) reported an experimental study for flow past a circular cylinder

using Particle Image Velocimetry (PIV). The authors investigated the near wake struc-

tures around the cylinder through quantitative measurements of velocity and vorticity

on transverse plane (x − z) at a Reynolds number of 525. This longitudinal vortices

(ωy) were found to be stronger than spanwise vortices (ωz). This result is possible when

the longitudinal vortices are stretched by spanwise vortices as per the vortex stretching

mechanism. The authors obtained streamlines by integrating the velocity signal which

shows spiral motion at the vortex center. The spiral motion is indicative of flow three

dimensionallity i.e. flow motions are out of the measurement plane.

Mansy et al. (1994) carried out an experimental investigation of flow over a circular

cylinder for a wide range of Reynolds numbers. Laser velocimeter was used as a tool for

detecting the small-scale structures and three dimensional disturbances in the near wake.

The three dimensional structures were found to be the strongest close to the cylinder

during the formation of primary vortices. The authors measured the wavelength in

the spanwise direction from the autocorrelation function. As the wake develops in the

downstream direction, it was found that the large-scales are amplified while the small

scales are attenuated. The spanwise wavelength decreased continuously as Re−0.5 over

the Reynolds number range of 300-22000.

Lin et al. (1995) studied the near wake structure of a circular cylinder using PIV

for a Reynolds number range of 103-104. The authors examined both instantaneous

and time-averaged velocity fields, streamline topology and vorticity distribution. Modes

of large scale vortical structure with patterns of small scale Kelvin-Helmoltz vortical

stuctures facilitated physical interpretation of the vortex formation length. The latter is

often used as a criterion for linking the flow pattern to the loading coefficients.

Williamson (1996) and Zdravkovich (1997) reviewed the dynamics of flow past a

circular cylinder in the intermediate range of Reynolds number. Three dimensionality
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and transition phenomena were discussed in detail. For the Reynolds numbers studied,

the flow details are susceptible to end conditions. It controls the wake pattern across the

complete span. The vortex shedding patterns are either oblique or parallel to the cylinder

axis in the laminar regime. A major reason for flow three-dimensionality in nominally

two dimensional geometry is vortex dislocation, a phenomenon elaborated by Williamson

(1996). Other phenomena which trigger three-dimensionality include oblique shedding.

The transition of the wake behind bluff objects at intermediate Reynolds numbers is

thus characterized by the presence of secondary vorticity.

Brede et al.(1996) conducted a PIV study for flow past a circular cylinder at

Reynolds numbers between 160-500. Two modes of secondary vortices with different

wavelengths were observed from the cross-stream velocity data. The origin and flow

topology of the two modes (A and B) of vortices were found to be different. Two dis-

tinct flow instability mechanisms were responsible for the three dimensional structures.

The A-mode arose from the instability of the braid region between Kárman vortices due

to centrifugal forces. The B-mode was possibly related to the instability of the separated

shear layer. The authors also measured the strength of the three-dimensional streamwise

vortical structures in terms of their circulation and monitored their evolution along the

streamwise direction.

Soria et al. (1996) investigated the near wake flow structure of a circular cylinder

using a video-PIV technique. A time-accurate spatial cross-correlation of the recorded

PIV images and analysis was developed. Experiments were conducted in a water tunnel

for two Reynolds numbers (769 and 875) with hollow microsphere (Q-CEL 570). Two

different planes were imaged. The study showed the peak longitudinal vorticity (ωymax) to

be equal to 25-50 % of that of the spanwise peak vorticity (ωzmax). The flow visualization

images revealed that three dimensionality was a result of an influx of high velocity fluid

from upstream into the stagnant near-wake region.

Prasad et al. (1997) studied the shear layer instability of the wake of a circular

cylinder and the effect of end conditions. The authors carried out experiments using

hotwire anemometry and flow visualization over a range of aspect ratios. The instability

mechanism was found to depend on the mode of vortex shedding. The authors developed

an emperical relationship between the shear layer frequency and Reynolds number. The

intermittency of shear layer fluctuations was also confirmed which is due to random

streamwise movement of the transition point in the shear layer. The fluctuation was not

due to transverse motion of the shear layer as previously proposed.
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Williamson (1998) studied flow past a circular cylinder at low Reynolds numbers.

The author discussed the existence of discontinuity in the Strouhal number-Reynolds

number relationship for laminar vortex shedding. The physical mechanism causing this

discontinuity was identified as the oblique shedding mode. By manipulating the end

conditions, parallel shedding could be obtained. In turn, it led to a continuous rela-

tionship between Strouhal number and Reynolds number. The data agreed with that

for oblique shedding when tranformed as So=Sθ/cosθ (where Sθ is the Strouhal number

corresponding with the oblique shedding angle θ). The relationship agreed well with

other experiments as well.

Sung et al. (2003) studied the near wake vortex motion for flow past a circular

cylinder at low Reynolds numbers. The authors discussed the flow topology from time

resolved PIV data obtained at different planes. The plane-wise information was used

to reconstruct the three dimensional flow field. The critical point theory was used to

determine the location of the saddle point. The convection velocity of the Kárman and

secondary vortices was evaluated from the trajectory of the vortex center.

In summary, the literature reviewed above shows that three dimensionality is a

prominent feature of flow past a circular cylinder in the intermediate Reynolds number

regime, at low as well as high aspect ratios. Three dimensionality arises from oblique

shedding of vortices and formation of streamwise vortices. The flow field frequently

undergoes transition at specific Reynolds numbers when a fundamental change in flow

pattern is observed. Most of the experiments reported were conducted using either flow

visualization, PIV or hotwire anemometry.

2.2 Flow over a Square Cylinder

Flow past a square cylinder resembles that of a circular cylinder as far as instabilities are

concerned. The separation mechanism and the consequent dependence of aerodynamic

forces and Strouhal number on the Reynolds number differ significantly. The separation

points are fixed for a square cylinder, either at the leading edge or the trailing edge,

depending on Reynolds number. The width of the wake for the square cylinder is about

one diameter just behind the cylinder, though for a circular cylinder, it is less than a di-

ameter. Consequently, the vortex formation region is significantly broader and longer for

a square cylinder when compared to the circular. In the following section, the literature

on (1) the effect of Reynolds number on flow past cylinders of square and rectangular
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cross-sections and (2) the effect of orientation of the square cylinder with respect to the

mean flow are reviewed.

2.2.1 Effect of Reynolds number

Okajima (1982) studied flow past rectangular cylinder for a wide range of Reynolds

number (70 to 2×104) and width-to-height ratios. Hotfilm and hotwire anemometry

were used for measurements. The flow pattern changed abruptly with a change in the

width-to-height ratio of the cylinder. The dependence of Strouhal number on Reynolds

number for different cross sections was brought out in the study. Later, Okajima (1990)

carried out further numerical simulation using finite difference and the discrete vortex

methods to get a better insight of the flow characteristics. The simulation showed the

existence of a critical range of Reynolds numbers where Strouhal number changes are

accompanied by a drastic change in the flow pattern.

Davis et al. (1984) conducted two dimensional simulation and experiments in the

intermediate range of Reynolds number. Two different blockages (B/H = 16.67 and 25%)

and aspect ratios of 0.6, 1.0 and 1.7 were used for numerical simulation. For experimental

investigation the aspect ratio was 63. A good agreement between experimental and

numerical results in terms of drag coefficient and Strouhal number was obtained. The

inlet velocity condition and the blockage were found to play an important role in the

measurements. The flow visualization images showed three dimensionality of the flow

field for the range of Reynolds number studied.

Durao et al. (1988) studied flow behind the square cylinder using LDV at Re=14000.

The highest velocity fluctuation was seen to be located in the shear layer surrounding

the recirculation bubble. The energy associated with trubulent fluctuations was about

40% of the total energy near the highest velocity fluctuation zone. The importance of

the turbulent and non turbulent motion around bluff body were thus highlighted. Along

with LDV measurements the authors also conducted flow visualization using fluoroscent

dye.

Lyn et al. (1995) carried out two-component LDV measurements in the wake of a

square cylinder in a water tunnel at a Reynolds number of 21, 400. The phase-averaged

velocity statistics was obtained in the near wake and base region of the cylinder. The

authors made a quantitative comparison of length, velocity scale and vortex celerities

with that of a circular cylinder. The experiments brought out the differences between

the base region and the near wake on one hand and the relationship between the flow
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topology and the turbulence distribution on the other.

Bearman (1997) reviewed the wake behind two and three dimensional bluff bodies

of various shapes. The emphasis was on vortex formation and the near-wake dynamics.

It was seen for bluff bodies that flow separation is induced at positions where the velocity

at the edge of the boundary layer is higher than the free stream velocity. This results

in the generation of high circulation which in turn leads to a high time-averaged drag.

The near-wake was also seen to experience instabilities including vortex dislocation. A

variation in the frequency of vortex shedding in the spanwise direction was seen. The

study also showed that the instantaneous flow field is quite different from the time-

averaged.

Sohankar et al. (1999) studied flow past a square cylinder at intermediate Reynolds

number using 2D and 3D DNS3. Two aspect ratios (6 and 10) and blockage of 5.6%

were considered. The study showed two modes of instability, namely A and B in the

wake transition process as seen for a circular cylinder (Williamson, 1996). For a square

cylinder a low frequency pulsation in the transitional Reynolds number was also present.

A substantial increase in the intensity of secondary vortical structures and circulation

level in the near wake was detected. The drag coefficient and Strouhal number variations

with Reynolds number were opposite to those of a circular cylinder. Specifically for

a square cylinder, Strouhal number decreases and the time-averaged drag coefficient

increases with Reynolds number. The authors discussed the detailed flow structure and

three dimensional transition phenomena from numerical data.

Robichaux et al. (1999) numerically studied the instability of three dimensional

flow behind a square cylinder. The authors used Floquet stability analysis to extract

different three dimensional modes. A new mode of instability, called mode S was observed

along with modes A and B. This mode is absent for a circular cylinder flow. Mode S is a

rare occasion where a two dimensional flow with T period undergoes a period doubling

bifurcation by becoming unstable to three dimensional disturbances.

Saha et al. (2003a) performed three dimensional numerical simulation for flow past

a square cylinder at low and intermediate Reynolds numbers. The authors discussed

the spatial evolution of vortices and transition to three dimensionality behind a square

cylinder at zero angle of incidence. Two modes of secondary vortex structures in the

transition zone were discussed in terms of their influence on Strouhal number and the

time-averaged drag coefficient. The transitional route to three dimensionality exhibited

3direct numerical simulation
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an intermittent low frequency modulation. Transition phenomena in the wake of a square

cylinder was found to be similar to circular, except for a shift in Reynolds number.

Luo et al. (2003) studied transition phenomena of a square cylinder using flow

visualization and hotwire anemometry. The authors found two transition modes and

the corresponding range of Reynolds numbers for these transitions. The transition phe-

nomena of square and circular cylinders were compared with each other. Modes A and

B were present for both cases but there were differences in spanwise wavelength and

Reynolds number at which the respective transitions occured. The spanwise wavelength

was larger for a square cylinder for both modes when compared to the circular. No

hysteresis was detected for the square cylinder in the transition to mode A instability

while it is present for a circular cylinder. These experiments indirectly confirm many of

the wake transitions of a square cylinder as reported by Saha et al. (2003a).

The above review shows that the cylinder of square cross-section shares many of

the transitional features of the circular cylinder in the intermediate range of Reynolds

number. There are points of difference as well. The onset of three dimensionality even in

high aspect ratio cylinders was a feature shared by the two cross-sections. Specialized,

high accuracy numerical simulation is confirming many of the experimentally observed

phenomena.

2.2.2 Effect of incidence angle

One of the earliest studies on this subject is that of Vickery (1966) who measured the

fluctuating lift and drag forces on a long square cylinder at different incidence angles.

The effect of turbulence level in the incoming flow was considered. The author used

strain-gauge dynamometer and pressure guage for his study. The magnitude of the

fluctuating lift of a square cylinder was found to be considerably higher than that of a

circular cylinder. There was marked influence of large scale turbulence in the incoming

flow on steady and dynamic forces. The most significant influence was found at small

angles of attack (α < 10o) where base suction pressure reduced substantially with about

50% reduction in the fluctuating lift forces.

Obasaju (1982) used hotwire anemometry to study the effect of cylinder orientation

at a high Reynolds number (= 4.74×104). Five cylinder orientation, namely 0, 10, 13.5,

20 and 45o were considered. A reduction in drag coefficient and a sharp rise in Strouhal

number was seen at an angle close to 13.5o. The author attributed this result to the shear

layer reattachment over one of the edges of the cylinder. The author also calculated the
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vortex strengths at various locations along the cylinder span.

Igarashi (1985) experimentally studied fluid flow and local heat transfer from a

square prism at incidence for Reynolds numbers in the range of 1.1 × 104 to 5.3 × 104.

For different cylinder orientations, the author correlated the fluctuating pressures on

various surfaces with the local Nusselt number distribution. Empirical corelations of

average Nusselt number as a function of Reynolds number and cylinder orientations

were also reported.

Knisely (1990) experimentally recorded Strouhal number data of flow past a rect-

angular cylinder with side ratios of 0.04 − 1 and angles of incidence between 0o to 90o.

Reynolds number was set in the range of 7.2 × 102 <Re< 8.1 × 104 for both water and

wind tunnel study. The force coefficients showed a strong dependence on the angle of

attack. An optimum incidence was identified where the load bearing capacity of the

structure is the highest. A sharp rise in Strouhal number was seen at a small angle of

incidence. The angle at which reattachment of the separated shear layer occurred was a

function of the side ratio.

Tamura and Kuwahara (1990) performed 2D and 3D simulation of flow past a

square cylinder at a high Reynolds number (Re=104). Four aspect ratios and two incli-

nation angles (0 and 15o) were considered for the study. Result revealed major differences

in the results of 2D simulation with respect to 3D. The time and cylinder-averaged drag

and lift coefficients were found to be smaller in 3D simulation when compared to 2D. The

authors explained these differences in terms of the flow structure, namely streamlines

and vorticity contours.

Norberg (1993) presented a comprehensive database of Strouhal numbers for rect-

angular cylinders of various side ratios (1-5), incidence angles (0-90o) and Reynolds

numbers (400-3×104). Measurements were carried out using a hotwire anemometer. In

addition, lift coefficient, drag coefficient and moment coefficients were correlated with

the incidence angle4. For intermediate angles, Strouhal number and drag coefficient were

found to be nearly constant when based on the projected dimension of the cylinder.

Sohankar et al. (1998) performed a numerical simulation of flow past a square

cylinder in the Reynolds number range of 200-455 for different cylinder orientations. In

the range of incidence angles considered (0 < θ < 45o), the onset of vortex shedding

occurred within the critical Reynolds number interval of 40 to 555. Results for forces,

4also called, angle of attack
5Here, Re is based on the projected dimension of the cylinder cross-section.
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moments and the Strouhal number were reported by the authors. The effect of blockage

ratio was brought out in the study.

Chen and Liu (1999) experimentally studied flow past a square prism at incidence

for a wide range of Reynolds number (2000 − 2.1 × 104). Hotwire sensor and pressure

transducer were used in the study. Strouhal number showed a sharp increase at an angle

around 13o. The pressure distribution around the cylinder showed a definite trend for all

the Reynolds numbers studied. For lower Reynolds numbers, the pressure recovery was

weak and the shear layer reattachment was less firm when compared to high Reynolds

numbers. The maximum in Strouhal number occurred at relatively higher angle for low

Reynolds numbers.

Dutta et al. (2003) experimentally investigated flow past a square cylinder at

different cylinder orientations for three different Reynolds numbers (1000, 5000 and

10000). The authors used a two wire hotwire anemometer and flow visualization in

a smoke tunnel for their measurements (Figure 2.2). A definite trend was observed in

Strouhal number and Drag coefficient with respect to the cylinder orientations. The drag

coefficient reduced and Strouhal number increased with incidence angle. A minimum

in drag coefficient was observed at 22.5o with a corresponding maximum in Strouhal

number. The decay of velocity fluctuation showed a strong dependence on cylinder

orientation and was the slowest at 45o.

Oudheusden et al. (2005) studied the vortex shedding characteristics a square cylin-

der at incidence using PIV. Reynolds numbers considered were 4000, 10,000 and 20,000.

The authors used proper orthogonal decomposition to reconstruct phase-averaged flow

field from time uncorrelated data. The effect of incidence on vortex formation was

brought out from the POD analysis. For a cylinder at incidence, the pattern of individ-

ual POD modes were found to be different. A good match of experimental data with

LES simulation of other authors was to be seen. For a cylinder at an angle of incidence,

a striking difference in vortex formation from the upper and lower sides of the body

showed the importance of phase angles in vortex formation.

Literature review shows that dynamics of wakes of cylinders oriented with respect to

the mean flow is a topic of current research. Issues such as recirculation length, recovery

of velocity, decay of velocity fluctuations, vorticity interatcions, and three dimensionality

have not been conclusively established. The complexity of the flow patterns in the

intermediate range of Reynolds numbers is realized for cylinders at an angle of incidence

as well.



20 Literature Review

Figure 2.2: Smoke visualization behind a square cylinder at incidence (Dutta et al.
(2003))

.

2.3 Cylinder Oscillation

Both active and passive control of flow past a bluff body can be achieved by manipu-

lating its near wake structure. For a fixed cylinder, vorticity production arises from the

adverse pressure gradient on the cylinder surface. Additional vorticity production mech-

anism comes into play for an oscillating cylinder. The surface motion now contributes to

tangential component of fluid acceleration. Different techniques are available for active

control of the near wake. Forced oscillation, acoustic excitation, and flexibly mounted

cylinder are a few examples. The basic difference between forced oscillation and flexibly

mounted cylinder is that for the latter, fluid-structure coupling can occur in either direc-

tion6. In forced oscillation of a rigid cylinder, surface motion defines and hence controls

fluid motion. For this reason, forced cylinder oscillations are being effectively used as an

active control strategy of bluff body wakes.

Tanida et al. (1973) experimentally studied the stabilty of a circular cylinder oscil-

lating in a uniform flow over a range of Reynolds number (40 < Re < 104). Both inline

and transverse oscillations for single cylinder and those in tandem were considered. The

6structure→ fluid, or fluid→structure
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authors reported both fluctuating lift and drag forces for the configurations considered.

The lift and drag forces were measured using strain gauges. For the tandem arrange-

ment, no vortex shedding occurred below a particular spacing between cylinders, the

minimum value depending on the Reynolds number. In the case of a single cylinder, the

synchronization frequency is the Strouhal frequency for transverse oscillation whereas it

is twice the Strouhal frequency for longitudinal oscillation. For both inline and trans-

verse oscillations, the fluctuating lift and drag forces were found to be a maximum in

the middle of the synchronization range.

Griffin et al. (1976) studied the wake of a circular cylinder oscillating in-line with

the incident steady flow at Re=190. Vortex shedding was synchronized with the os-

cillation frequency set at twice the shedding frequency. Two distinct modes of vortex

street were observed (Figure 2.3). In one experiment, two vortices of opposite sign were

shed for one cycle of cylinder motion. In another, one vortex was shed for each cycle of

oscillation. The longitudinal and lateral spacing of the vortices were seen to depend on

the oscillation frequency and amplitude. Griffin et al. (1991) again reviewed the lock-on

phenomena for both in-line, transverse and rotational oscillation of a circular cylinder

placed in steady incoming flow. The effect of sound on vortex lock-on was also studied.

The effect of amplitude and frequency of cylinder oscillation on the near-wake vorticity

structure and base pressure coefficient were discussed.

Figure 2.3: Flow visualization behind a stationary and oscillating (inline) cylinder at
Re=190. (f/fo=1.88, amplitude=0.2 D), after Griffin et al. (1976)

.

Sarpkaya (1979) reviewed vortex induced oscillation of circular cylinder in consid-

erable detail. The author considered both transverse and longitudinal oscillations. The

effect of oscillation amplitude, frequency, and Reynolds number on Strouhal number,

lock-in phenomena, lift and drag coefficients, and base pressure were discussed. The

effect of the vortex shedding mechanism on the added mass component and reduced

velocity were presented. For inline oscillations, the lock-in frequency was found to be
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twice the Strouhal frequency. For transverse oscillaions, it was found to be equal to the

Strouhal frequency7. The amplitude of alternating forces was one order of magnitude less

for inline oscillations when compared to the transverse. Sarpkaya (2004) again reviewed

free and forced oscillations of circular cylinders and categorized fundamental aspects the

wake behaviour.

Zdravkovich (1982) studied synchronization phenomena of flow unsteadiness with

object motion for flow past a circular cylinder. The author analyzed the timing of

vortex shedding in relation to cylinder displacement from flow visualization images. The

study revealed that in the synchronization range, the increase in fluctuating forces had

a simple fluid mechanical origin. The oscillating cylinder imposed not only its frequency

to the wake behind it but also the timing of vortex shedding. In the lower region of the

synchronization range, the vortex formed on one side of the cylinder was shed when the

cylinder was near to the maximum amplitude on the opposite side. This timing suddenly

changed in the upper synchronization range where the vortex with the same circulation

sign as before was shed when the cylinder reached the maximum amplitude in the mean

flow direction.

Bearman (1984) studied vortex shedding phenomena from an oscillating bluff body

under conditions of free and forced vibrations. An increase in the correlation length was

seen for an oscillating cylinder compared to the stationary. The degree of correlation

was found to depend on the shape of the object cross-section. The lock-in phenomenon

changed with the amplitude of oscillation. The relationship of the phase of instantaneous

forces to cylinder position was brought out.

Ongoren et al. (1988) studied near wake flow structures arising from an transversely

oscillating cylinder over a Reynolds number range of 584 to 1300 with the hydrogen

bubble visualization technique. The authors studied three different geometries (circular,

triangular and square) over a wide range of frequencies from subharmonic to super-

harmonic. The study showed a distinct phase relationship between body motion and

vortex shedding for the three harmonic ranges. Specifically, two fundamental types of

lock-in are to be seen (Figure 2.4). At a frequency one half of the Strouhal frequency, a

subharmonic form of lock-in takes place whereby the shed vortex is always from one side

of the body. At frequencies near the Strouhal frequency the classical form of lock-in takes

place as vortices are shed alternately from the body to form a Kárman vortex street.

The after-body plays a significant role in phase shifting. Objects with short afterbody

have a larger phase shift when compared to relatively larger afterbody, for example a

7namely, that corresponding to vortex shedding from a stationary cylinder
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square cylinder. The phase shift results in the switch of the initially formed vortices

from upper to lower side and vice-versa.

Figure 2.4: Near wake flow visualization over a square cylinder oscillating in transverse
direction as a function of cylinder oscillation. Ongoren et al. (1988).

Zdravkovich (1988) conducted flow visualization experiments for an oscillating

cylinder of circular and semicircular cross sections. The main objective of the study

was to correlate the timing between vortex shedding and cylinder displacement in the

synchronization range. Two types of oscillation were considered, namely forced and free.

The following major conclusions were arrived at from the study (i) The vortex formed

on one side of the cylinder is shed when the cylinder is near the maximum amplitude on

the opposite side. (ii) The vortex formed on one side of the cylinder was shed when the

cylinder was near its maximum displacement on the same side.

Roussopoulos (1993) studied feedback control of vortex shedding for flow past a cir-

cular cylinder at an intermediate Reynolds number using flow visualization and hotwire

technique. A loudspeaker was used as an actuator and the hotwire sensor as control.

The wake unsteadiness could be controlled for upto 10 times the Reynolds number at the

onset of vortex shedding. Vortex suppression was not possible if the control sensor was

located too far downstream of the cylinder, even when the sensor could clearly detect the

shedding. Also, suppression was not possible if the feedback loop was highly tuned to the

shedding frequency. The control transfer function played a significant role in triggering

instability mechanism. A local control for a long span body did not help to control the

whole-span shedding. In some regions along the span, shedding was unaffected by the

controller action.

Gu et al. (1994) and Lu et al. (1996) studied the timimg of vortex formation

for a transversely oscillating circular cylinder. Respectively, experiments and numerical

simulation were used by the authors. Experimental study was done using PIV and
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PTV at low and high Reynolds number (Re=185 and 5000). Numerical study was a

2D simulation at Re=185, 500 and 1000. With an increase in the excitation frequency,

the vortices moved closer to the cylinder until a limiting position was reached and the

vortices switched to the opposite side of the cylinder. This result was seen in both

numerical and experimental investigations. The vortex switching mechanism and the

flow topology matched quite well in the two studies.

Tao et al. (1996) reported a fascinating feedback experiment with a hotwire probe,

wherein flow visualization was conducted using a dye injection technique for flow past

a circular cylinder. The flow visualization images clearly showed complete vortex sup-

pression and enhancement for various feedback conditions (Figure 2.5). The authors

used a phase shifter, amplifier and dynamic shaker for modifying the flow conditions.

Experiments showed suppression of vortex shedding for upto 25 % of Reynolds number

above the critical value.

Figure 2.5: Flow visualization with feed back control, after Tao et al. (1996)

Blackburn et al. (1999) performed a two dimensional numerical simulation of

flow past a transversely oscillating cylinder at a Reynolds number of 500 and a fixed

amplitude of 0.25, while the frequency ratio was varied. The authors justified their

assumption of two dimensionality by stating that the flow became increasingly periodic

under oscillation conditions. The authors could replicate the phase switching phenomena

observed earlier in a number of experiments. It was concluded that phase switching was
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due to a change of sign of mechanical energy transfer between the cylinder and the flow

field. The results suggested that the discontineous switch in phase of vortex shedding

was due to competition between two modes of vorticity production.

Okajima et al. (1999) performed visualization experiments to study flow induced

in-line oscillations for circular as well as rectangular cylinders of different side ratios.

The authors categorized the excitation frequencies in two regimes based on the reduced

velocity defined as Vr = U/fnd. The lower range of reduced velocity (1.6 < Vr < 2.25)

was called the first excitation region and the higher range of reduced velocity (2.6 <

Vr < 3.6) was called the second excitation region. From flow visualization images it was

confirmed that in-line oscillation is very much sensitive to the shape of the body. For

a circular cylinder, symmetric vortex shedding is realized due to wake breathing at the

first excitation range. On the other hand, alternate vortex shedding in seen in the second

excitation range. For rectangular cylinders, the shedding process depends largely on the

shape of the after-body.

Krishnamoorthy et al. (2001) studied near wake phenomena behind an oscillating

circular cylinder. Experiments were conducted in a water tunnel using dye visualization

in the Reynolds number range of 1250-1500. The amplitude of cylinder oscillation was

fixed and the frequency of oscillation varied. At the lower excitation frequency in the

lock-in regime (referred to as the 2P mode), the authors observed two pairs of vortices

shed from the cylinder per cycle of cylinder oscillation. When a critical excitation fre-

quency crossed the lock-in regime, one pair of vortices was shed from the cylinder (the

2S mode). For excitation frequency higher than the fundamental locked-in regime, the

authors found that the wake pattern quickly relaxed to the usual Karmán mode.

Cetiner et al. (2001) studied lock-in and loading phenomena for a circular cylinder

for streamwise forced oscillations with respect to the mean flow direction over a wide

range of Reynolds number (405< Re< 2482). Particle image velocimetry was used for

the study. The authors correlated the vortex pattern with the force coefficients. The

authors showed that the lock-in phenomenon is possible for streamwise oscialltions as it

is in transverse oscillations of the cylinder. The inter-relationship between forces, near-

wake vorticity and streamlines pattern came out from the study. The degree of lock-in

was identified for a range of Keulegan-Carpenter numbers.

Carberry et al. (2001) studied various wake modes of an oscillating cylinder and

the forces generated when the cylinder is oscillated at and around the Karmán frequency.

The interaction between the natural instabilities of the wake and forced oscillation was
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seen to play an important role in determining the forces. The lift force is intrinsically

dependent on the symmetry of the near-wake structure. With an increase in the fre-

quency ratio, the amplitude of the lift force increases and simultaneously the mode of

vortex shedding changes from 2P to 2S. The wake behaviour changes abruptly when the

frequency ratio is close to unity. The wake transition phenomena was captured by the

authors in terms of the lift phase and amplitude.

Jeon et al. (2001) studied the forced oscillation of a circular cylinder with two

degrees of freedom using PIV. Both transverse and streamwise oscillations were included.

The authors used a 2D traversing mechanism to facilitate both streamwise and transverse

movement of the cylinder. Streamwise oscillation was seen to primarily change the phase

of shedding. Changing the relative phase of shedding caused a corresponding change in

the phase of the lift force. This is because energy transfer between the body and the

wake is sensitive to the relative phase between the force and body motion. The phase

of the streamwise motion was seen to control even the sign of energy transfer. The

most dramatic change in flow structure was seen when streamwise motion added with

transverse motion. The 2P mode of vortex shedding completely disappeared.

Guilmineau et al. (2002) studied flow over an oscillating circular cylinder with nu-

merical simulation. Both in-line and transverse oscillations were studied at low Reynolds

numbers (Re=100 and 185) with varying frequency ratios. The amplitude of oscillation

was 20% of the cylinder diameter. The authors calculated parameters such as drag coef-

ficient, Strouhal number, vorticity contours, streamlines and velocity profiles and showed

a good match with experimental results reported in the literature.

Konstantinidis et al. (2003) studied the near wake characteristics of a circular

cylinder for a periodically perturbed approach flow. Laser Doppler velocimeter was used

for measurements in a water tunnel. A wide range of Reynolds numbers, mostly in

turbulent flow regime was considered. The main aim of the study was to find the effect

of superimposed velocity fluctuation on wake characteristics. The fluctuations, wave

length of the vortex street, vortex formation length, and recirculation bubble length are

parameters measured in the experiments. An important finding of the study is that at

relatively low amplitudes, the flow perturbations can cause a strong modification of the

wake structure comparable to that of cylinders oscillating with a high amplitude.

Zhang et al. (2003, 2004) studied the control mechanism of vortex shedding for

a spring loaded square cylinder whose top surface was pertubed using peizo actuator

(THUNDER). Both closed loop and open loop studies showed a reduction in the time-
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averaged drag coefficient. The study revealed that closed loop control was more advan-

tageous when compared to the open loop system. The open loop system depends on

perturbation frequency. It can suppress vortex shedding or structural vibration only if

it is outside the synchronization range. Within the synchronization range the open loop

control enhances vorex shedding and hence, the structural vibration. On the other hand,

the feedback signal from the flow suppresses vortex shedding by adjusting the phase of

the forcing signal.

Yang et al. (2005) numerically studied flow past a transversly oscillating rectangu-

lar cylinder in channel flow. The authors captured flow details for a Reynolds number

of 500. It was concluded that the wake pattern is dominated by the oscillations of the

cylinder. The presence of lock-in state implies similar vortex entrainment for rectangular

cylinders as for circular. There are, however, basic differences between the oscillating

circular cylinder and a square cylinder.

Nobari et al. (2005) did numerical simulation using the finite element method for

flow past an oscillating circular cylinder for Reynolds numbers upto 300. Both transverse

and inline oscillations were studied for various frequencies and amplitudes. For cross

flow oscilltaion, lock-in occurred near the shedding frequency. It occurs at twice the

shedding frequency for inline oscillations. The effect of the oscillation parameters on

the time-averaged drag coefficient was discussed. The authors compared the results of

their numerical simulations with experimental data and found a good match. Lock-in

phenomena and secondary vortex shedding due to the increased amplitude were observed

in experiments as well as simulation.

Zhang et al. (2005) studied flow past a stationary cylinder with a perturbation

of its top surface at a Reynolds number of 7400. The authors used closed loop control

with PID controller to perturb the surface using piezo-ceramic actuators. The flow field

was investigated using PIV, LIF, LDA and a hotwire probe. The study showed that

when the surface perturbation and the force due to vortex shedding are in phase, there

is an enhancement in the strength of the shed vortex, and consequently an increase in

the fluctuating lift and drag coefficient. When they are in opposed phase, there is a

weakening of vortex shedding and a reduction in the fluctuating forces.

Nishihara et al. (2005) studied the effect of streamwise oscillation on wake pattern

and fluid dynamic forces of a circular cylinder in a water tunnel using LDV and flow visu-

alization. The authors identified two ranges of the reduced velocity (Vr = U/fnd), where

distinct flow phenomena are observed. In the lower range (Vr < 2.5) symetric vortex
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shedding was to be seen, while in the higher range (Vr > 2.5) alternate vortex shed-

ding was realized. The added mass and damping coefficients due to cylinder oscillation

were calculated and a definite relation between time-averaged drag coefficient and the

added damping coefficient was found. The authors observed a well organized alternate

shedding pattern when the forcing frequency was twice the natural shedding frequency.

The added damping coefficient reached its maximum, along with the time-averaged drag

coefficient. The damping effect originated from the relative velocity between the fluid

particles and the cylinder surface.

2.4 PIV Technique

Particle Image Velocimetry (PIV) has emerged as a powerful tool8 for velocity field

measurement in the study of bluff body wakes. The velocity field can be analyzed to

recover vorticity maps on selected planes around the object. A complete review of this

technique was first given by Adrian (1991). The theory of PIV is also well-covered in

a chapter of the edited book by Goldstein (1997). In view of the importance of the

development, however, literature on PIV is briefly reviewed here.

Keane and Adrian (1990) carried out Monte-Carlo simulation to determine the ex-

perimental parameters that would yield optimal performance of the PIV system. The

authors recommended the following criteria: (i) The number of particles per interroga-

tion area should be at least 15, (ii) The particle image displacement in the direction

perpendicular to the light sheet (out of plane displacement) should be less than 1/4

(pixel) or light sheet thickness. (iii) The inplane displacement of the particle images

should be about or less than 1/4 of the interrogation area size, (iv) The velocity gra-

dient over the interrogation area should be at most 5% of the mean velocity. These

recommendations are now widely followed in all PIV measurements.

Willert and Gharib (1991) described particle image velocimetry when interfaced

with a computer. They derived expressions for cross-correlation based on FFT of PIV

images. They implemented this method in a real flow field and identified the flow struc-

tures. Various aspects of image capturing, parameter setting for image analysis and

related errors were discussed. The real strength of digital particle image velocimetry

(DPIV) is the fact that the images can be captured in real time, viewed and then batch-

processed.

8essentially over the past decade
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Westerweel (1994) introduced a statistical model that describes the occurrence of

spurious vectors in PIV data. Three post-interrogation procedures, namely global mean,

local mean and local median tests were compared to optimize the performance of PIV

evaluation. Predicted performances agreed very well with the artificially generated PIV

images. Out of these three, the local median test was found to be most efficient.

Boillot et al. (1996) calculated the optimized pulse separation time (∆t) in cross-

correlation based PIV measurements. Different parameters that affect the choice of

∆t for accurate correlations are random error, acceleration error, gradient error, bias

error and tracking error. The selection of the time separation between laser pulses

can significantly impact the random error and acceleration error. Random error arises

from noise during recording of the flow seeded with tracer particles and subsequent

interrogation of the particle images. Acceleration error arises from the approximation of

the local Eulerian velocity based on small particle displacement. It is seen that random

error decreases with an increase in particle displacement (=∆x). The acceleration error

increases with an increase in ∆x. The authors reported an optimum separation time that

minimizes the resultant error. The result was confirmed against Monte Carlo simulation.

Stanislas and Monnier (1997) discussed practical aspects of PIV image recording.

Starting from proper selection of laser light source, generating light sheet and imaging

the particles with CCD camera and the selection of proper optics have been discussed.

Different errors arising from optical components used for PIV have been reported. Op-

tical aberration is one such shortcoming which needs proper selection of optics. Particle

image size is another important factor. The light scattered by particles is based on Mie

theory and the intensity profile depends on particle size. There is a limitation on particle

size for approximation of intensity field as Gaussian. The intensity profile of a particle

image is a strong function of refractive index of the particle.

Melling (1997) presented the choice of seeding and tracer particles in both liquid

and gaseous media. The scattering properties of seeding particles, and proper selection

of the particle size and diameter for different flow conditions were discussed. The basic

criterion of seeding particle selection is that it should follow the main flow without any

velocity lag. This requirement can be established by assuming the seeding particles

to be spherical and solving the corresponding equation of motion. If external forces

such as gravitational, centrifugal and elctrostatic are negligible, then the particle path

of a suspended particle is influenced by the particle shape, diameter, density and fluid

viscosity.
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Adrian (1997) discussed the dynamic ranges of velocity and spatial resolution of

PIV. The criteria leading to an optimum design of a PIV system for a given experiment

was discussed. The most important consideration is to match the size of a typical particle

image with the resolution of the recording medium. The author showed that there is

an optimum magnification which maximises the dynamic range of imaging. Reducing

the magnification also increases the depth of field, increases the field of view and also

increases the dynamic spatial range. The disadvantage of reducing the magnification is

that it reduces the dynamic velocity range.

Huang et al. (1997) quantified the measurement error in PIV as mean-bias and

RMS errors. A fundamental source of these errors is the correlation scheme used. Other

sources of errors arise from the peak finding scheme and noise within the particle images.

The peak finding scheme is used to locate the correlation peak with sub-pixel accuracy.

The authors have compared two schemes, namely, cross correlation (CC) and particle

image pattern matching (PIPM) to estimate the errors. The error in PIPM is one order

smaller when compared to CC. The authors introduced a peak-normalization method

that reduces the error level of CC to that of PIPM.

Rockwell (2000) gave a comprehensive review of the strength of PIV imaging for

interpretation of unsteady separated flow. The identification of coherent structures in

complex flow phenomena in terms of vorticity and their interpretation using tools such

as POD and wavelets were seen to give better insight of the flow field. With advances

in image analysis, the author concluded that it is possible to identify and assess the

dynamics of coherent structures.

2.5 Closure

From the above survey of the published literature, it is to be seen that extensive studies

have been carried out on different aspect of cross-flow past fixed and oscillating circular

cylinders. Flow past cylinder of square cross-section has not been studied in such a great

detail. Quite a few peculiarities emerge in the low and transitional ranges of Reynolds

number. These aspects of flow past a square cylinder remain unexplored. In view of the

possibility of using arrays of ribs of square cross-sections (fixed as well as moving) for

flow control applications, the square cylinder geometry emerges as one of fundamental

importance.

The transitional behavior (both spatial and temporal) for square cylinder differ
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from that of circular cylinder due to difference in flow separation mechanism. There

is very little understanding on this important aspect of flow field. The effect of inlet

turbulence, effect of shear on the wake structure, and the route to chaos have not been

studied in detail. The generation mechanism of the random components which are

otherwise believed to be universal in nature seems to depend on the large scale structure.

There is no check on the validity of two dimensional simulation for a practically three

dimensional flow fields at intermediate Reynolds numbers.

As far as forced oscillations are concerned, no systematic study has been reported

to understand clearly the flow physics. It is a new and an important topic due to its direct

relevance for practical applications. Much of the literature is on trasverse oscillations.

Very few studies have been reported for inline cylinder oscillations.

The present study is an attempt to understand flow phenomena at low and tran-

sitional Reynolds number of a square cylinder. An experimental study has been carried

out with PIV and hotwire anemometry to understand both spatial and temporal char-

acteristics of the flow fields of stationary and oscillating square cylinders. The study is

restricted to inline oscillations of the cylinder. Two aspect ratios have been investigated.

The Reynolds number consider in the present study range from 100 to 600.





Chapter 3

Apparatus and Instrumentation

Introduction

A setup for conducting experiments where wake properties of a square cylinder can be

studied has been constructed as a part of the present thesis. The setup resembles a low

speed wind tunnel, though smaller in the overall size. It is a vertical test cell made of

Plexiglas with two optical windows, one for laser sheet and the other for recording images

by the CCD camera. The working fluid is air and the direction of overall fluid motion

is in the vertically upward direction. Particle Image Velocimetry (PIV) and Hotwire

Anemometry (HWA) have been primarily used for velocity measurements. Flow visual-

ization study has been carried out at low seeding density in the PIV setup. The cylinder

is oscillated with the help of an electromagnetic actuator. This chapter describes details

of the experimental hardware, including instruments and auxiliary equipment used in

the present study. The validation results for proper PIV technique implementation, flow

parallelism and turbulence intensity of the test cell and the effect of end plates have been

discussed.

3.1 Experimental Setup

A schematic drawing of the experimental setup is shown in Figure 3.1. It comprises

the following components: flow circuit, traversing mechanism for hotwire measurements,

laser (pulsed), CCD camera, seeding arrangement for PIV measurements, and data ac-

quisition system. The free-stream velocity approaching the cylinder has been determined

using a pitot-static tube connected to a micro-manometer. The micro-manometer has a

resolution of 0.001 mm of H2O; it translates to an error in Reynolds number of about

±2. The details of the test cell are discussed in the following section and the PIV and
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Figure 3.1: Schematic of the experimental setup.

HWA technique have been presented in the following section.

3.1.1 Test cell

Experiments have been performed in a vertical open-loop airflow system. The cross-

section of the active portion of the test cell (to be called the test section) is 9.5 × 4.8

cm2 with an overall length of 2 m. The active length of the test section where wake

measurements have been carried out is 0.3 m. A contraction ratio of 10:1 ahead of the

test section has been used. Prisms of square cross-section (3-4 mm edge) have been used

for experiments as square cylinders. They are made either of Plexiglas or brass and

carefully machined for sharp edges. Each cylinder is mounted horizontally with its axis

perpendicular to the flow direction. It is supported along the two side walls for fixed

cylinder experiments and mounted on actuators for oscillating cylinder experiments,
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Figure 3.2: Picture of the PIV setup used for the present experiments.

Figure 3.13. Two different L/D ratios (also called aspect ratios) of 16 and 28 have

been utilized in the experiments. The two aspect ratio was realized depending on the

alignment of the cylinder axis with respect to test section sides. The corresponding

blockages are 0.03 and 0.06 respectively. The effect of blockage seen to be negligible

also mentioned in the literature, Zdravkovich [192]. With reference to Figure 3.1, the

x-axis is vertical and aligned with the mean flow direction. The z-axis coincides with

the cylinder axis and the y-axis is perpendicular to both x and z.

Flow in the test section was set up by a small fan (Wolf) driven by a single phase

motor1. The suction side of the fan was used to draw the flow from the test cell.

The power supply to the blower was from an online uninterrupted power supply unit

(Uniline)to ensure practically constant input voltage to the motor. For better control of

the voltage setting, particularly at low fan RPM and hence at low flow rates, the output

of the UPS was stepped down via two variacs connected in series. In turn, this had

the effect of minimizing the velocity fluctuations in the approach flow. The free stream

turbulence level in the approach flow was quite small and it was found to be less than

1Names in italics indicate the make of the device.
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Figure 3.3: PIV components: (a) CCD Camera (b) Nd-YAG laser (c) Synchronizer.

the background noise of the anemometer (< 0.05%). Flow parallelism in the approach

flow was better than 98% over 95% of the width of the test cell. The validation of the

test cell is discussed in a later section of the present chapter.

The flow to the test cell goes through three parts, namely the settling chamber,

a honeycomb section and a contraction cone. Fine screens are mounted in the settling

chamber for reducing the turbulence level of flow entering the test section. The contrac-

tion ratio of the contraction cone in area units is 10:1. The contraction cone reduces

the spatial irregularities in the velocity distribution and helps in the decay of turbu-

lence intensity by proper stretching of the vortices. The function of the honeycomb is

to straighten the flow by damping the transverse components of velocity, and to reduce

the turbulence level by suppressing the turbulence scales that are larger than the size

of a honeycomb cell. The screens are used to suppress the small disturbances generated

at the outlet tips of the honey comb. Proper mesh size gradation has been utilized by

examining the diameter of the elements of the honeycomb, and hence the length scale of

the vortices generated. Specifically, two screens, one with a coarse grid (10 per cm2) and
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Figure 3.4: Imaging system for PIV.

Figure 3.5: Picture of the Laskin nozzle seed generator.

the other with a fine grid (100 per cm2) have been used in the test cell. The distance

maintained between the mesh and honeycomb has been selected by trial and error, to
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Figure 3.6: Schematic of the Laskin nozzle used for the seeding generation.

ensure that the smoothest possible flow approaches the square cylinder. Stable velocities

in the range of 0.5− 3 m/s could realized in the test section . These values correspond

to Reynolds number range 100 − 700 for the cylinder sizes referred earlier. A seeding

arrangement is fitted prior to the honeycomb for PIV measurements.

3.2 Particle Image Velocimetry

Traditionally, quantitative measurements of fluid velocity have been carried out using

a pitot-static tube and hotwire anemometry. Both these techniques require insertion

of a physical probe into the flow domain. This process is intrusive and can alter the

flow field itself. In addition, measurements are averages over a small representative

volume. The probe has to be physically displaced to various locations to scan the entire

region of interest. The development of cost-effective lasers led to the development of

Laser Doppler velocimeter (LDV) that uses a laser probe to enable non-intrusive velocity

measurements. Velocity information by LDV however, is obtained point-wise similar to

that of the pitot-static tube and the hotwire probe. Particle image velocimetry (PIV) is

the state-of -the-art technique for velocity measurement in experimental fluid mechanics.
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Original contributions towards its development were made by Adrian (1991), Gharib

(1991), Melling (1997), and Westerweel (1997). The most important advantage of PIV

is that it is a non-intrusive technique and gives the spatial details of the flow field over

a plane of interest. There is some flexibility in the choice of the measuring plane. The

measurement process can be repeated in time to yield temporal evolution of the flow

field. The ability to make global velocity measurements makes PIV a special tool in

experimental fluid mechanics.

With PIV, it is possible to acquire practically instantaneous velocity fields with

high spatial resolution2. The spatial resolution is limited by the thickness of the laser

sheet and the choice of the interrogation spot during analysis. The latter is about 8 or 16

pixels, and hence the smallest length scale that can be detected depends on the size of the

pixel, and hence the spatial resolution of the camera. Depending on the camera speed, a

time series of images can be recorded during experiments. The ensemble average of the

instantaneous velocity vectors yields the time-averaged velocity field. This includes zones

of reversed flow that cannot be dealt with by hotwire and pitot probes. Once the velocity

field is obtained, other quantities such as vorticity, strain rates and momentum fluxes can

be estimated. With developments in lasers, camera and high speed/low cost computers

it is now possible to use PIV regularly for research and have industrial applications.

Details of PIV image analysis are presented in Chapter 4.

The picture of the PIV setup is shown in Figure 3.2 and the photograph of impor-

tant hardware of PIV is shown in Figure 3.3. In the present experiments, PIV measure-

ments were carried out at selected planes perpendicular and parallel to the cylinder axis.

A double pulsed Nd:YAG laser (New Wave) of wavelength λ = 532 nm, and 15 mJ/pulse

with a maximum repetition rate of 15 Hz per laser head was used. The light sheet had a

maximum scan area of 10×10 cm2. The sheet thickness was about 1 mm to minimize the

effect of the out-of-plane velocity component. The assembly of Peltier-cooled 12 bit CCD

camera (PCO, Sensicam) and frame grabber with a frame speed of 8 Hz was used for

acquisition of PIV images. Figure 3.4 shows geometric diagram of PIV measurements.

A cross section of the flow is illuminated with a thin light sheet, and the tracer particles

in the light sheet are projected onto a recording medium (CCD) in the image plane of a

lens as shown in Figure 3.4. The intensity of the light sheet thickness ∆Zo is assumed

to changes only in the Z direction. The magnification of particle image depends upon

the position of imaging lens. The CCD consisted of an array of 1280 × 1024 pixels. A

2The spatial resolution of a PIV system is the shortest distance between two points at which velocities
can be obtained.
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Nikon 50 mm manual lens with f# = 1.4 was attached to the CCD camera for covering

the field of interest. Both the camera and laser were synchronized with a synchronizer

controlled by a dual processor PC. The field of view employed in the present set of PIV

measurements was 40 mm by 35 mm. Velocity vectors were calculated from particle

traces by the adaptive cross-correlation method. The final interrogation size was 16×16

pixels starting from an initial size of 64× 64. Thus, 5561 velocity vectors were obtained

in the imaging area with a spatial resolution of 0.5 mm. Inconsistent velocity vectors

were eliminated by local median filtering and subsequently replaced by interpolated data

from adjacent vectors. The laser pulse width was 20 µs and the time delay between two

successive pulses was varied from 40 to 200 µs depending on the fluid velocity (Keane and

Adrian, 1990). The time-averaged velocity field was obtained by averaging a sequence of

200 velocity vector images, corresponding to a total time duration of 50 seconds. Laskin

nozzles were used to produce seeding particles from corn oil. The mean diameter of oil

particles was estimated to be 2µm.

Data generated from PIV carries superimposed noise. Noise is introduced during

recording of PIV images (optical distortion, light sheet non-homogeneity, transfer func-

tion of the CCD, non-spherical particles, and speckle) and during data processing (peak

fitting algorithm, image interpolation and peak deformation). The validation of the PIV

technique was carried out by comparing velocities with pitot static tube and hotwire

anemometry, as discussed in later sections.

3.2.1 Seeding arrangement for PIV

One of the most important steps in PIV measurements is seeding of the flow. In or-

der to consider PIV as a non-intrusive technique, it is necessary that the addition of

tracer particle does not alter the flow properties. Proper seeding is essential to cap-

ture complicated flow details, for example, the recirculation zone. Seeding should be

homogeneous (spatially uniform) and sufficient (of high enough density). The injection

of tracer particle has to be done without significantly disturbing the flow, but in a way

and at a location that ensures homogeneous distribution of the tracers. Particles should

be of small diameter so that they follow the original local air velocity without causing

any disturbance. The particle density should ideally match that of the fluid to eliminate

velocity lag. This issue is adequately taken care of by micron-sized particles for which

surface forces are in excess of body forces.

For the present investigation, tracer particles (namely, droplets of corn oil) were
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added to the main air flow by a number of copper tubes upstream of the honeycomb

section. A large number of tiny holes, 0.1 mm diameter were drilled along the length of

the copper tubes to make the seeding uniform over the entire test section. The seeding

density was adjusted through an air pressure control valve. Laskin nozzles were used to

produce oil droplets as tracers. For the range of frequencies in the wake, an expected

slip velocity error of 0.3% to 0.5% relative to the instantaneous local velocity is expected

in the present study (Adrian, 1991).

Laskin nozzles are widely used as atomizers of non-volatile liquids due to simplicity

of design and the resulting uniform particle size distribution. The picture of the Laskin

nozzle seed generator has been shown in Figure 3.5. A detailed schematic drawing of

the Laskin nozzle seed generator is shown in Figure 3.6. The particles should be small

in size, spherical in shape, of appropriate density and refractive index, and non-volatile.

Above all, the liquid should be non-toxic and of low cost. The particles should be efficient

scatterer of the illuminating laser light. This largely decides the illuminating laser type

and the recording hardware i.e. camera. For example, if a given particle scatters weakly,

then one would have to employ more powerful lasers or a more sensitive camera, both

of which can drive up costs, as well as the associated safety issues. Corn oil was used

for the present work, in view of its high surface tension required for producing small

particles along with favorable light scattering properties.

An important source of error in velocity measurement is the particle weight. The

following analysis ascertains that particle weight is not a major consideration in the

present experiments in the sense that particles would follow the main flow without ex-

cessive slip. The approach is to find the settling velocity of the particles under a gravity

field. Assuming that Stokes law of drag is applicable, the settling velocity u∞ is given

by

u∞ =
gd2

p(ρp − ρf)

18µ

Here dp and ρp are the particle diameter and density respectively, and µ and ρf are the

fluid viscosity and density respectively. Particles are suitable as long as u∞ is negligible

compare to actual fluid velocity. For the present set experiments, u∞ was estimated to

be 0.014 m/s.
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3.2.2 Particle dynamics

The particle dynamics as outlined by Adrian (1991) for successful PIV measurements is

discussed in this section.

The PIV technique measures in principle the Lagrangian velocities of the particle,

v. If the particle velocity is being used to infer Eulerian fluid velocity u(x, t), one must

consider the accuracy with which the particle follows the fluid motion. With subscript p

denoting particle-level properties, the equation of motion of a single particle in a dilute

suspension3 is a balance between inertia and drag force is written as:

ρp
πd3

p

6

dv

dt
= CD

ρπd2
p

4
|v − u|(v − u) (3.1)

The above equation requires a correction for the added mass of the fluid, unsteady drag

forces, pressure gradients in the fluid, and nonuniform fluid motion. In gaseous flows

with small liquid particles, we may ignore all these terms except the static drag law with

drag coefficient CD. This term incorporates finite Reynolds number effects.

Particle response is often described in terms of the flow velocity and a character-

istic frequency of oscillation. The first question is, how fast can the flow be, before the

particle lag |v − u| creates an unacceptably large error. An appropriate approach is

to evaluate the particle slip velocity as a function of the applied acceleration. For the

simplified drag law of the above equation, one has

|v − u| =
[

2

3

ρp
ρ

dp
CD
|v̇|
] 1

2

(3.2)

This shows that the slip velocity for finite particle Reynolds number, where CD ∼ con-

stant, is only proportional to the square root of the acceleration. In the limit of small

particle Reynolds number |v − u|dp/v ≤ 1, Stokes’ law may be used to evaluate CD,

resulting in

|v − u| = ρpd
2
p|v̇|

36ρv
(3.3)

The time separation ∆t is the single most important adjustable variable in a PIV system,

as it determines the maximum and minimum velocities that can be measured. The

duration of the light pulses δt, determines the degree to which an image is frozen during

the pulse exposer. The accuracy of velocity measurements depends upon one’s ability

to determine the displacement of the particle, ∆x over a certain time interval from

measurements of the displacement of the image ∆X.

3an assumption of non-interacting particles
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Figure 3.7: Distributed hole arrangement for uniform seeding distribution.

3.2.3 Generating a light sheet

For PIV measurement a high intensity light is required for efficient scattering of light from

tracer particles. Light sheet is generated from a collimating laser beam using cylindrical

lens and spherical lens. The effective intensity of a light sheet can be increased by

sweeping a light beam to form sheet thereby concentrating the energy by a factor equal

to the hight of the light sheet divided by the height of the beam. Figure 3.8 shows the

schematic of a light sheet formation. A combination of cylindrical and spherical lens is

used. A negative focal length lens is first use to avoid focal line. The cylindrical lens

causes the laser beam to expand in one direction only, i.e. it “fans” the beam out. The

position of the minimum thickness is determined by the focal length of the cylindrical

lens. The spherical lens causes the expanding beam to focus along the perpendicular

direction, at a distance of one focal length downstream to its beam waist.

3.2.4 Synchronizer

In order to make PIV measurements, different components of the PIV system need to

be time coordinated, for example, the camera, the laser flash lamps and its Q-switches.

The synchronizer controls the time sequence. A part of the functions is executed auto-

matically, while others have to be defined by the user. The synchronizer thus manages

all the timing events needed for doing PIV measurements4.

The main task of the synchronizer is the control of the camera and the laser timing.

4The synchronizer of the present study was supplied as a part of the PIV system by Oxford Lasers.
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Figure 3.8: Light sheet formation using spherical and cylindrical lens for PIV.

The frame grabber needs 40 ns to lock onto the trigger signal. Afterwards, the control

data can be transferred to the camera. The exposure time is controlled by the external

trigger from the synchronizer in a user-defined range between 100 ns and 1 ms. Before

the second exposure, the camera has a frame straddling time of 200 ns or 1 µs, which

depends on the parameter settings of the cross correlation function. Before the next

double exposure can be started, data of the first image pair is transferred to the frame

grabber.

The laser must be synchronized to the double exposure mode of the camera. For

emitting a laser pulse, a high energy must be generated in the laser cavity. The laser

cavity has a Nd:YAG rod that is pumped with energy from a flash lamp. There is

a nonlinear relation between the time the cavity is pumped and laser power emitted.

During the pumping procedure, the mirror at the far end of the cavity is closed by a

Q-Switch. The success of PIV measurements depends crucially on the time correlation

between laser pulse generation and camera recording achieved by the synchronizer unit.

Figure 3.9 shows the timing diagram for the pulsed laser with double shutter CCD

camera.
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Figure 3.9: Timing diagram for CCD camera and double pulsed laser (PIV Manual,
Oxford Lasers).

3.3 Hotwire anemometry

A two channel hotwire anemometer (DANTEC) was used for the present investigation.

Hotwire anemometry (HWA) is based on the principle of compensation of the rate of heat

loss Q̇ of a small heated metallic wire exposed to flow. The probe responds primarily to

the magnitude of the velocity vector. The anemometer output voltage then undergoes

signal conditioning to filter out noise and improve the signal-to-noise ratio. The operating

temperature of the hotwire is usually much higher than the room temperature, typically

150−250◦C in air flow measurements. In the present experiments, the probe operated at

a temperature of around 150oC; this minimized mixed convection and radiation errors5,

without appreciable loss of sensitivity. Higher temperatures enhance the sensitivity of

wire but make the wire fragile. Additionally, to avoid oxidization it is essential that the

wire temperature at any point along the wire element is kept well below 350oC.

To illustrate these points, consider a typical hotwire probe (DANTEC 55P11) for

which the electrical properties are R20 = 3.5Ω and α20 = 0.0036oC−1. For an overheat

5that are significant at low velocities, as in the recirculation bubble
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ratio of 1.5, the operational resistance of the wire will be 1.5× 3.5Ω. The corresponding

mean wire temperature can be evaluated from the equation

R = R20 + α20R20(Tsensor − T20)

as being equal to about 150oC, which is well below the oxidation temperature. On the

front panel of the anemometer, the parameter fixed is the operating resistance of the

wire.

The output of the feedback circuit of the anemometer is a measure of the fluid

velocity. After proper calibration of the probe, it is possible to measure fluid velocities

with an accuracy of 0.05% or better, depending upon the measurement range and the

quality of calibration. In view of the high frequency response of the hotwire anemometer6,

it can follow transients in the flow field without practically any time delay. The hot-wire

has a limitation that it is insensitive to the flow direction. For an X-probe, the velocity

measured by each wire is different from the component of velocity in the laboratory

coordinates. The velocity sensed by each wire is known as the effective cooling velocity.

The minimum velocity that can be measured by the HWA is determined by the

velocities associated with natural convection from the heated wire. If a probe is calibrated

and used under the same orientation with respect to the gravity field, it may be used

at low velocities. The limit is then reached when natural convection dominates forced

convection. In dimensionless form, this limit is expressed in terms of Reynolds number

Re and Grashoff number Gr as (Goldstein, 1997)

Re < 2×Gr
1
3

where Re=U × D/ν and Gr=gD3β(Tw − To)/ν2. The notation used is: U is the fluid

velocity, D is the sensor diameter, ν is the kinematic viscosity of the fluid, β is the

coefficient of thermal expansion (equal to 1/T for an ideal gas) and Tw − To is the

excess sensor temperature over the ambient. For the present experimental conditions, the

minimum Reynolds number for which forced convection dominated natural convection

was estimated as Re=23, which corresponds to an air velocity of 0.12 m/s.

The hotwire anemometer accompanied by a feedback circuit is referred to as the

constant temperature anemometer (CTA), Figure 3.11. The CTA consists of a Wheat-

stone bridge and a servo amplifier. One arm of the Wheatstone bridge is the probe

sensor. As the flow condition varies, the sensor tends to cool appropriately with a re-

sulting change in resistance. The change in resistance leads to an error voltage e2 − e1.

6in excess of 1-5 kHz
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These two voltages form the input to the operational amplifier. The selected amplifier

has an output current, i, which is inversely proportional to the change in the resistance

of the hot-wire sensor. Feeding this current back to the top of the bridge will restore the

sensor’s resistance to its original value. The feedback circuit plays an important role in

improving the frequency response of the hotwire, typically from 10-20 Hz to several kHz.

The temporal flow field has been mapped in the present work using an X-probe

for obtaining the u and v components of velocity. In two-dimensional measurements,

calculation of velocity components involves solving a pair of non-linear, simultaneous

equations. Thus, the accuracy of hotwire measurements is affected by the accuracy of

the calibration procedure. In addition, the accuracy of the numerical solution that is

used to solve the nonlinear simultaneous equations is relevant. Two approaches were

applied for data reduction and are discussed in Chapter 4. Both approaches yielded

nearly identical velocities, thus showing that numerical aspect of data reduction was

satisfactory.

The X-probe supplied by DANTEC has been used in the present research, which

mostly satisfies all the above- stated criteria. Additionally, some of recommended elec-

tronic tests7, by the manufacturer8 have also been carried out to optimize the response

of the anemometer’s output voltage.

3.3.1 Hotwire Probes

Two platinum-coated tungsten wires forming an X-probe in the vertical plane (normal

to the cylinder axis) have been used in the present work. The probe was supplied by

DANTEC. The wire properties are: α20 = 0.0036Ω/ΩoC, diameter=5µm, length=1.25

mm. The measurements of two components of velocity and velocity fluctuations were

carried out by using X-probes, type-55P61, (Figure 3.12-b) and Type-55P11 (Figure 3.12-

a), operating at constant temperature.

7The square wave test, or dynamic bridge balancing, serves two purposes: It can be used to optimize
the bandwidth of the combined sensor/anemometer circuit or simply to check that the servo-loop oper-
ates stable and with sufficiently high bandwidth in the specific application. It is carried out by applying
a square wave signal to the bridge top. The time it takes for the bridge to get into balance is related
to the time constant, and hence the bandwidth, of the system. DANTEC CTA anemometer has the
built-in square wave generators.

8DANTEC instruction manual: Type 56C17- CTA Bridge.
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Figure 3.10: The picture of the Hotwire anemometer
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Figure 3.11: Circuit diagram of a Constant Temperature Anemometer (CTA).

3.3.2 CTA Bridge and Accessories

The hotwire probes were driven by the commercially available DANTEC 56C17 constant

temperature Wheatstone bridge circuits. The 56C17 CTA bridge is supplied as a plug-

in module for an existing 56C01 CTA system. The main unit 56C01 CTA delivers the
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(a) (b)

Figure 3.12: Miniature Wire Probes – 5µm diameter, platinum-plated tungsten wire,
welded at the ends of prongs to provide active sensor length of 1.25 mm.

servo-voltage as the output of the instrument. This voltage is a measure of fluid velocity.

The 56C01 circuits contain servo amplifiers, filters, protective circuits, and a square-wave

generator for dynamic balancing of the bridge.

The 56C01 CTA contains a function switch with three modes for operation, namely

TEMP, STD.BY and FLOW. In TEMP position the resistance of the connected probe

can be measured in terms of a current supplied to it. In STD.BY position no current

flows through the bridge. In FLOW setting the CTA starts operating with the function

of the servo amplifier. If the function switch is shifted quickly from position TEMP to

FLOW, the square-wave generator is activated.

A setting named BRIDGE ADJ enables the adjustment of bridge balance for mea-

surement of probe resistance and setting of the desired overheat resistance. BRIDGE

ADJ has a switch pair for coarser adjustment of overheat resistance and a screw for

fine adjustment. Resistance settings ranging from 0-30 Ω in steps of 0.001Ω are possi-

ble. This adjustment is crucial for adjusting the overheat resistance for the calibration

procedure. CTA in TEMP mode produces a voltage proportional to resistance of wire9.

From the wire resistance, the instantaneous temperature attained by the wire at a given

location in the flow field can be determined.

The main-frame of the anemometer unit is fitted with the 56N20 signal conditioner

unit, which is designed to amplify the AC signals up to a level suitable for PC-based

data acquisition. The signal conditioner can selectively amplify the input signals with

gain factors ranging from 1 to 900. The filter circuit comprises high-pass and low-pass

filters as well as an amplifier. The filter settings were determined in the present work

by examining the complete power spectrum of the velocity components. For the present

9Here it functions as a constant current anemometer, CCA, and measures the wire resistance.
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investigations, voltage signals from the CTA were low-pass filtered at 3.0 kHz and high-

pass filtered at 0.1 Hz. The mean-value unit 56N22 is a 5.5 digit display voltmeter, and

the primary purpose of this module is to measure the DC component of the output signal

from 56C01 CTA. This module has a 100 µV resolution, 1-1000 seconds integration time

and switch selectable 14 inputs.

3.3.3 Data Acquisition System

The HWA output is a continuous analog voltage signal; it has been sampled as a time

series consisting of discrete values by an analog-to-digital converter (A/D board). The

accuracy of the analog output signal is determined by the quality of the anemometer

hardware. The accuracy of the reduced time series depends on the choice of the A/D

board, the selection of sampling intervals, number of samples, N , and the extent of

digitization. The values for sampling rate, SR and N depend primarily on the specific

experiment, the required data analysis (time-averaged or spectral analysis), the available

computer memory and the acceptable level of uncertainty. The level of digitization is

specified as m-bit, indicating a resolution of the ratio of the full-scale reading and 2m.

The full scale reading is in the range of 0-10 V. Smaller voltages can be measured by using

a gain of upto 1000. The final accuracy is thus a product of instrument specifications

and data acquisition set-up related to the actual flow.

Time-averaged analysis, such as the determination of the time-averaged velocity

and of velocity fluctuations requires uncorrelated samples. It can be achieved when the

time elapsed between individual samples is at least two times larger than the integral

time scale of the velocity fluctuations. On the other hand, spectral analysis requires the

sampling rate to be at least twice the highest frequency in the flow oscillations10. In

the present experiments, a long signal, typically of 20 seconds duration with a sampling

frequency of 1000 Hz was recorded from the hot-wire anemometer. A band pass filter

(0.1 Hz- 1 kHz) and a gain setting (10) were additionally used. The A/D card was

configured in the differential mode to avoid unwanted noise in the measured signal. The

signal is amplified prior to digitization. The gain, ranges and resolution are selected on

the basis of the characteristics (amplitude and spectral) of the input signal.

The instantaneous voltage signals have been recorded by using a DAQ card (Keith-

ley Instruments, KPCI-3108) of 16 bit resolution. The advent of graphical programming

concept introduces the possibility of creating a new type instrumentation, not in hard-

10This requirement emerges form the Nyquist criterion in digital signal processing.
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ware but in software. This new approach is called Virtual Instrumentation, (VI). In the

present investigation, LabVIEW
r

Software has been used for programming the Keithley

A/D card. LabVIEW (Laboratory Virtual Instrument Engineering Workbench) deliv-

ers a powerful graphical development environment for signal acquisition, measurements,

analysis, and data presentation. It gives the flexibility of a programming language with-

out the complexity of traditional development tools. Both data acquisition as well as

cylinder actuation have been conducted in the LabVIEW environment.

3.4 Electromagnetic Actuator

The arrangement of the cylinder in the test section and the apparatus used for achieving

forced in-plane oscillations of the cylinder are shown in Figure 3.13. A dual channel

power oscillator with two electromagnetic drive units was used to generate controlled

movement of the cylinder. The actuator assembly was procured from Spanktronics. The

electromagnetic actuator consists of the yoke, magnet and pole tip, and the moving

coil assembly. It works by virtue of the interaction between the magnetic field and an

oscillating current flowing in the coil of the moving assembly. Under such circumstances,

a force is generated at right angles to the line of flux and the conductor carrying the

current. This force is proportional to the product of instantaneous current and the

magnetic flux density. The useful frequency range of the actuator is equal to 1-200 Hz.

The maximum amplitude is 1.5 mm, corresponding to 50% of the cylinder size.

The cylinder was mounted horizontally and fixed on the two electromagnetic drive

units on each side of the test cell. Proper care was taken to ensure that no leakage

occurred at the junctions of the test cell and the cylinder. During experiments, the

shedding frequency of a stationary cylinder was first measured using a hotwire. The

cylinder was subsequently excited at various harmonics around the shedding frequency

in the streamwise direction. The amplitude of excitation was set by the voltage input to

the electromagnetic actuator. Both actuators operated from a single power source and

thus ensuring identical phase. In an open loop arrangement, the activation signal was

generated from a built-in signal generator in the power oscillator. With feedback, the

activation signal was generated from the hotwire output with suitable amplification and

phase inversion to the drive unit. Here, the feedback signal was low pass-filtered and

sent to the digital-to-analog converter. The amplitude of the cylinder displacement was

measured from magnified images of the cylinder oscillation using the CCD camera.
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Figure 3.13: Experiments with actuator
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Figure 3.14: Variation of cylinder displacement with voltage applied on actuators.
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3.5 Auxiliary instruments

Starting from the initial validation of the vertical test cell to the final measurements of

the cylinder wake, various instruments, other than HWA and PIV have been used. A

brief introduction to these instruments is presented below.

3.5.1 Digital Micromanometer

The pitot-static tube was used for velocity measurements in the undisturbed flow. It

was connected to a high quality differential pressure micromanometer (model FC012,

Furness Controls) with a pre-calibrated velocity output and a digital display. The mi-

cromanometer uses a capacitance-type differential pressure transducer. It measures dif-

ferential pressures upto 1.99 mm H2O with a resolution of 0.01 mm H2O. It is equipped

with a temperature correction chart to account for changes in the room temperature. The

maximum measurable velocity with this manometer is equal to 5.6 m/s. The pitot-static

tube and digital manometer combination have been used for calibration experiments of

the hotwire anemometer.

Figure 3.15: Picture of the micromanometer (left) and pitot static tube (right) used
during the experiment

3.5.2 Digital Multimeter

The HP 3457A is a versatile digital multimeter. It can measure DC voltage, AC voltage,

AC and DC currents and the resistance over a wide range of values. The math opera-
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tion facility can manipulate or modify a set of measurements before display. The STAT

operation can perform up to five running calculations on the present series of measure-

ments and stores the results. It evaluates the standard deviation, time-mean, number

of samples, upper reading and lower reading. These facilities can be used to measure

mean temperature and the RMS value of the temperature fluctuations with the constant

current mode of the hotwire anemometer.

3.5.3 Spectrum Analyzer

The digital spectrum analyzer used in the present work (Advantest R9211E) employs

the Fast Fourier transform (FFT) algorithm for determining the signal statistics. Wide

band as well as high sensitivity measurements can be performed in the frequency range

of 10 mHz-100 kHz and input voltages of 1 µVrms-31.6 Vrms. The analyzer has four

different modes of operation. The waveform and spectrum modes are important ones

generally used in turbulence measurement. In waveform mode the spectrum analyzer

does on-line measurement of the time signal, followed by calculations of the histogram

(PDF), autocorrelation and cross-correlation functions. In the spectrum mode, it mea-

sures power spectrum and the complex spectrum. It has various options such as Math,

Setup, Device and Copy. The Math menu does arithmetic operations between two ar-

rays and integration and differentiation of an array. This facility can be used for the

measurement of average of product of two-wire signals. All traces shown on the screen

can be stored on a floppy and processed whenever required. These facilities have helped

in standardizing the measuring procedures linked to the HWA11.

3.5.4 Digital Oscilloscope

A two channel digital storage oscilloscope (Gould 1602) with a sampling speed of 20

Ms/sec and an operating frequency range of 0−20 MHz has been used. The Gould 1602

can operate in storage as well as non-storage mode. In the former, it has a sampling

speed of 2 MHz. The oscilloscope has been used for square wave testing of the hotwire

anemometer.

11The use of LabVIEW during the later stages of research obviated the use of the spectrum analyzer.
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Figure 3.16: Picture of the storage digital oscilloscope

3.6 Flow Visualization

Many of the most exciting discoveries in the field of fluid mechanics have been possible

due to careful flow visualization. The flow visualization allows us to gain an overall view

of flow patterns. It helps in identifying the vortex structures and other secondary flow

features. The introduction of tracer particles and the study of their movement provides

considerable information of the flow physics. In liquids, colored dyes and gas bubbles

are common tracers, whereas for gas flows, smoke, helium-filled ‘soap’ bubbles or gas

molecules made luminous by an ionizing electric spark have served as tracers.

For the present investigation, flow visualization was carried out in the test cell using

light generated from the pulsed Nd:YAG laser. Visualization was carried out in the near-

wake region of the cylinder. The flow was seeded with small diameter oil droplets that

were produced by the commercial particle generator discussed in Section 3.2.1. There is

an important difference between the nature of seeding for flow visualization compared

to that of PIV measurements. In the latter, seeding is spatially homogeneous with a

high particle density. The homogeneously seeded images appear featureless i.e. no flow

structure is visible. Structures become visible only when the velocity field is evaluated.

During flow visualization, seeding is done in an inhomogeneous manner. It clusters

around the cylinder and the seeding density is reduced to highlight the flow structures.

The CCD camera is once again synchronized with the firing of the laser, though image

pairs are not required. The images of the CCD camera are each of 1280 × 1024 pixels.

During experiments, images were acquired through a PC at a rate of 8 Hz. The light

sheet and the camera were perpendicular to each other. The particle traces were further

processed with an imaging software (Paint-shop available with MS-Windows) to improve
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clarity.

CCD Camera

Rectangular Cylinder

Laser Light Sheet

Nd − YAG

Seeded flow

Figure 3.17: Schematic of the flow visualization arrangement.

3.7 Test Cell Flow Quality

The inlet flow turbulence level and the flow parallelism have been tested for flow quality

of the test cell. Figure 3.18 shows representative vector plots at two different velocity

settings from PIV measurements. The turbulence level in the incoming flow is equal to

0.06% (Figure 3.19). The turbulence intensity was measured from the hotwire signal.

The test cell flow parallelism has been presented in Figure 3.20. Flow parallelism in

the approach flow is better than 98% over 95% of the width of the test cell. Uniform

and stable free stream velocities in the range 0.5-3 m/s were realized in the test cell to

cover the Reynolds number range of 100-800. Figure 3.20 (a) also compares the velocity

from pitot static tube with that from PIV. The excellent comparison between the two

techniques indicates the successful implementation.
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Figure 3.18: Time-averaged free stream velocity vectors from PIV at two blower settings.
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Figure 3.19: Turbulence level of the incoming flow measured by the hotwire anemometer.
The average incoming velocity is denoted as U. The top and the bottom figures show
dimensional and non-dimensional values respectively.

3.8 Influence of end-plates

The effect of end conditions on the aerodynamics behind bluff bodies is a known fact.

The wake stability and the critical Reynolds number are also influenced by the aspect

ratio of the cylinder. End plates reduce three-dimensional effects, i.e. they shield the

cylinder from the interfering wall boundary layers. Different designs of end plates have

been proposed in the literature. The effect of aspect ratio on the wake structure is also

affected by the end plate design.

Measurements were done with and without endplates. Extensive iterations of the

endplate geometry and their angle to the incoming flow were carried out to ensure parallel

vortex shedding. The endplate parameters are based on work of Stansby (1974) and

Norberg (1994). The base pressure can be reduced by suitably designing the endplates
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Figure 3.20: (a) Velocity profile of the incoming flow in the test cell from PIV and Pitot
static tube measurements at three different tunnel speed settings (b) The incoming
velocity profile at two different spanwise planes. The coordinate z = 0 falls on the
vertical mid-plane of the test cell.



60 Apparatus and Instrumentation

to keep the flow two dimensional (Stansby, 1974).

The distance of the cylinder axis from the outlet of the contraction is around ten

times the cylinder edge to ensure adequate decay of free stream disturbances (Sohankar

et al. (1998)). The velocity profiles behind a square cylinder with and without endplates

are compared at the midplane and at an offset location (z = 5) for three downstream

locations (x = 2, 5 and 10) (see Figures 3.21 and 3.22). Results from two Reynolds

number (Re=220 and 370) have been shown. The difference in the velocity profiles at

different spanwise location was found to be minimal for both configurations with and

without end plates (except at x=10 and Re=370). At x=10 location, the effect of end

plates is unclear. The low turbulence level in the test section along with thin boundary

layers probably lead to a small wall effect. Hence no endplate has been used in the

subsequent experiments. In the present study, the effect of cylinder oscillation on wake

structure has been reported. The use of end plates would have increased the experimental

complexity required for the end plate arrangements.
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Figure 3.21: Effect of endplate on mean velocity profiles behind a square cylinder for
two spanwise locations, z=0 (center) and z=5 (offset) at x=2. Reynolds number = 220
and 370.
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Figure 3.22: Effect of endplate on mean velocity profiles behind a square cylinder
(Re=220 and 370). The result are shown at two downstream locations (x=5 and 10)
and two spanwise locations (z=0 and z=5).





Chapter 4

Data Analysis

Introduction

In the present study, particle image velocimetry (PIV) and hotwire anemometry (HWA)

have been used for velocity field measurements in the spatial and temporal domains

respectively. These measurements have been used to calculate the mean and statistical

quantities describing the flow, i.e. mean and rms velocities, power spectra, vorticity, drag

coefficient, Strouhal number and turbulent kinetic energy. The details of calibration and

data analysis procedures for these quantities are discussed below. The proper imple-

mentation of the measurement techniques is validated by comparing the recorded data

against each other. The uncertainty in measurements is reported from a repeatability

study. The measurements, experimental procedure and data analysis are validated from

a comparison of Strouhal number and drag coefficient data with the published literature.

4.1 Principle of Operation of PIV

Particle image velocimetry is a non intrusive technique for measuring the spatial distri-

bution of the velocity within a single plane inside the flow1. The measurement is indirect,

via the displacement of moving particle groups within a certain time interval. For this

purpose the flow is seeded homogeneously with appropriate tracer particles. The concen-

tration of the particles must be well adjusted with regard to the finest flow structures.

It is assumed that the particles are small enough to move with the local flow velocity. A

plane within the flow is illuminated twice within a short time interval by a laser sheet.

1The discussion on PIV follows the earlier works of Westerweel (1997) and Adrian (1997)
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The duration of the illumination light pulse must be short enough that the motion of the

particle is frozen during the pulse exposure in order to avoid blurring of the image. The

light from each pulse scattered by the tracer particles is recorded by a CCD sensor on

separate frames. The time delay between the illumination pulses must be long enough

to be able to determine the displacement between the images of the tracer particles with

sufficient resolution. It should be short enough to avoid particles with an out-of-plane

velocity component leaving the light sheet between subsequent illuminations. Analyzing

one image pair, it is possible to identify the path a particle has traveled. Knowing the

time delay between the two pulses, velocity can be calculated. The time interval between

two pulses has to adjusted according to the mean flow velocity and the magnification of

the camera lens. The particle displacement ∆x must be small relative to the finest flow

scale to be resolved.

After finding the displacement of each interrogation spot, the quantity is divided

by ∆t and the magnification factor M of the image system to calculate the first order

approximation of the velocity field as follows:

∫ t+∆t

t

u(t
′
)dt

′ ≈ ∆x

Hence

∆x

∆t
=

∆X

M∆t
≈ u

Correlation-based PIV has the advantage over particle tracking algorithms in which each

particle path is followed. In contrast, in correlation based PIV, the average motion of

small group of particles contained in the interrogation spot is calculated by spatial auto

correlation or cross correlation. Auto correlation is performed when images for both

laser pulses are recorded on the same sensor, while in cross correlation, each pulse is col-

lected into separate frames. Cross correlation calculation becomes faster in the frequency

domain since the FFT algorithm is now applicable. There is directional ambiguity in

auto correlation technique. Hence, in case of reverse flow, this technique is not suitable.

The drawback can be eliminated using the cross correlation technique. Cross correlation

allows us to use a small interrogation area compared to auto correlation and leads to a

reduction of the random error due to spatial velocity gradients. An important condition

involves depth of field of recording optics and laser light sheet thickness. Generally,

depth of the field should not be smaller than the thickness of the light sheet in order to

avoid imaging out-of-focus particle.
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Figure 4.1: Cross correlation analysis of a PIV image pair.

Figure 4.2: Computation of cross correlation using FFT.

4.1.1 Various aspects of PIV measurements

There are various aspects that should be taken into consideration while doing PIV mea-

surements. Starting from image capturing to ultimately converting the image informa-

tion into velocity vectors, each step requires proper validation. As already mentioned,

the tracer particles should follow the flow faithfully without much velocity lag. Corre-

spondingly, the tracer particles should be homogeneously distributed in the flow field.

They should be small enough to follow the fluid movement and large enough to be visi-

ble. A set of six non-dimensional parameters that are most significant for optimization

of PIV measurements were identified by Keane and Adrian [72]. These are the data vali-

dation criterion, the particle image density, the relative in-plane image displacement, the

relative out-of-plane displacement, a velocity gradient parameter and the ratio of mean

image diameter to the interrogation spot diameter. Two terms which are frequently used
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in PIV measurements are source density

Ns =
C∆zo
M2

o

π

4
d2
τ

and the image density

NI =
C∆zo
M2

o

D2
I

Here, C is the tracer particle concentration [m−3], ∆zo, light sheet thickness [m], Mo,

image magnification, dτ , particle image diameter [m] and Di is the interrogation spot

diameter [m]. The source density represents the type of image that is recorded. A source

density larger than unity means that the image is a speckle pattern and when the source

density is less than unity, the image consists of individual particle images. The image

density represents the mean number of particle images in an interrogation region. It

should larger than 10-15 for a good PIV measurement.

The optimal pulse separation between two images is influenced by a number of

parameters. Two main types of error affect the choice of pulse separation (∆t) very much.

These are random error and acceleration error. Random error arises from noise during

recording of images and subsequent interrogation of the particle images. Acceleration

error arises from approximation of Lagrangian motion of tracer particle to local Eulerian

velocity based on small particle displacement. This two kinds of error contradict the

selection of pulse separation. The random error contribution can be reduced by increasing

∆t but acceleration error increases as ∆t increases. At some intermediate value of ∆t, the

total error should be a minimum. The optimum separation can be derived by considering

these two errors as

∆topt =

√
2cdτ

M |dv/dt|

In order to evaluate the correlation correctly with a single pass, the correlation function

must be small with respect to the displacement correlation peak. This is accomplished

when the following requirements are fulfilled:

1. There should be at least 7-10 particle image pairs in each interrogation spot.

2. The in-plane displacement should be limited to 1/4 of the size of the interrogation

region.

3. The out-of-plane displacement should be limited to 1/4 of the thickness of the light

sheet.
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4. The displacement difference over the interrogation volume should be less than 3-5%

of the size of the interrogation region.

4.1.2 Recording of the particle images

Besides particle dynamics, the registration, storage and read-out of the individual parti-

cle images are other key elements in PIV. This is because the accuracy of the technique

is strongly depends upon the precision with which the image displacement can be re-

lated to particle locations and their respective particle displacements. The continuous

intensity distribution of the particle image is transformed into a discrete signal of limited

bandwidth. When the discretization of the image signal matches the minimum sampling

rate, the frequency contents of the original signal, and thus the particle location as well,

can be reconstructed without any losses . According to the well-known Nyquist criterion

of signal processing, the bandwidth limited signal can be perfectly reconstructed from

its discrete samples when the sampling rate of the signal is at least twice the signal

bandwidth.

4.1.2.1 Evaluation of image pairs

Statistical evaluation technique is used to extract information of the displacement from

the two single exposed grey level patterns acquired at t and t
′
. Statistical evaluation

technique is suitable since individual particle image pair detection is not possible for

high resolution PIV measurement. It is less sensitive to noise and image discretization

errors. In this technique, the whole image is sampled with an appropriate step size. For

each sampling location, a two dimensional grey level sample I(x, y) of certain shape and

size is extracted from the source image. It is cross correlated with the corresponding

sample I
′
(x, y) from the second image.

In general, the cross correlation function is given by

R(x, y) =
k∑

i=−k

l∑

j=−l
I(i, j)I ′(i+ x, j + y)

Here I and I ′ are intensity values of the image pair. The cross correlation function

produces a signal peak when the images align with each other, since the sum of the

product of the pixel intensities will be larger than elsewhere.
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In general calculation of the correlation function is done in the Fourier space. For

FFT analysis the data should be periodic. There are other issues such as aliasing and

bias errors that need to be taken into consideration. Each subregion is transformed into

the Fourier space via a Fourier transformation. The sub-windows are the spatially shifted

and their Fourier transforms determined until the correlation is found. The correlation

values are weighted accordingly to reduce bias error.

The cross correlation of two functions is equivalent to a complex conjugate multi-

plication of their Fourier transforms. In actual applications, the formulas used are

R↔ Î Î ′

where Î and Î ′ are the Fourier transforms of the image intensities I and I ′ respectively.

Once the correlation is found, the Fourier transformations are converted back into

the physical space. The displacement that yields a maximum in the correlation function

over the interrogation area is regarded as the particle displacement. Actually it is not

the particle displacement which is computed but the displacement of the interrogation

area. The displacement vector is of first order, i.e. the average shift of the particles

is geometrically linear within the interrogation window. The size of the interrogation

should be sufficiently small such that the second order effect, i.e. displacement gradients

can be neglected.

4.1.2.2 Peak detection and displacement estimation

One of the important steps in evaluation of PIV images is to measure the position of cor-

relation peak accurately to sub-pixel accuracy. To increase the accuracy in determining

the location of the displacement peak from ±0.5 pixel to sub-pixel accuracy, an analyt-

ical function is fitted to the highest correlation peak by using the adjacent correlation

values. Various methods of estimating the location of the correlation peak have been

proposed. Some of these are peak centroid fit, Gaussian peak fit and the parabolic peak

fit. Of the three, the Gaussian fit is most frequently to estimate the shape of the signal

around its peak assuming under ideal imaging conditions. This function is

f(x) = Co exp[−(xo − x)2

k
]

where xo indicates the exact location of the maximum peak and Co and k are the co-

efficients. Using this expression for the main and the adjacent correlation values and

the fact that the first derivative of this expression at xo must be zero, the position can
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be estimated with sub-pixel accuracy. Generally, a 3-point Gaussian peak fit gives good

results. When the particle image size is small, the displacement tends to bias towards

integer values. The assumed peak shape does not match the actual shape of the peak and

the three point Gaussian estimator cannot represent the true shape of the correlation

function. This is called the peak-locking effect. In actual displacement data, the presence

of the peak-locking effect can be detected from histogram plot.

4.1.2.3 Data validation

In particle image velocimetry the measurements contain a number of spurious vectors.

These vectors deviate unphysically in magnitude and direction from the nearby vectors

that are, in turn, physically meaningful. They originate from those interrogation spots

that contains insufficient number of particle images, or whose signal to noise ratio is

very low. In post processing process, the first step is to identify these bad vectors and

subsequently discard them to form the valid data set. The detection of either a valid or

spurious displacement depends on the number and spatial distribution of particle image

pairs inside the interrogation spot. In practice, there should be at least four particle

image pairs to obtain an unambiguous measurement of the displacement (Westerweel

[176]). The number of particle images inside an interrogation spot is a stochastic variable

with a Poisson probability distribution. Hence an average of 10 particle images per

interrogation spot at an average in-plane displacement of 1
4
DI will give a probability of

95% of finding at least four particle image pairs. Here, DI is the size of interrogation

spot. The valid data yield can be improved by increasing the seeding density. But by

increasing the seeding density we increase the influence of the seeding on the flow.

There are various way to detect spurious vector in a velocity field. Three mainly

used tests are the global mean test, local mean test and local-median test. The global

mean and the local mean are both linear estimators of valid vector. The local median test

is a nonlinear estimator that is often used in outliers identification. The outliers in turn,

are identified by the median of the sample data. Out of the above three, Westerweel [176]

has shown that the local median test has the highest efficiency. In these techniques, the

value at a grid point is compared with the neighboring grid points; if it exceeds a certain

threshold, the value is discarded.

For the present analysis, multi-pass interrogation technique has been applied. In

the first evaluation, the images were sub-divided into 64×64-pixel non-overlapping inter-

rogation images. The corresponding sub-images in the translated image and the reference
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image were analyzed by computation of the cross-correlation function. Since there was

no overlap between adjacent interrogation images, each pair yielded 320 statistically in-

dependent displacement vectors. In the second evaluation, a 32×32 pixel interrogation

window was used with an overlap of 50%. The corresponding resolution is 0.5 mm and

5120 vectors were recovered from one pair of images. All measured integer displacements

that deviated more than one pixel from the expected displacement were considered as

spurious vectors. They were subsequently discarded from the data set. Such a strict test

for spurious data can only be done if one has exact a priori knowledge of the displacement

field.

4.1.2.4 Dynamic velocity and spatial range

Dynamic spatial range is related to spatial resolution and dynamic velocity range is

related to the fundamental velocity resolution and hence, the accuracy of a PIV. Dynamic

velocity range (DVR) specifies the range of velocity over which measurements can be

made. It is the ratio of the maximum velocity to the minimum resolvable velocity, or

equivalently the RMS error in the velocity measurement, i.e.

DVR =
Umax
σu

=
Umax

σ∆xM−1
o ∆t−1

where Mo is the image magnification and ∆t is the maximum time interval used for

the experiments. The RMS error of the displacement field on the pixel plane (= σ∆x)

generally lies between 1-10% and so

σ∆x = 0.1(d2
e + d2

r)
1
2

where dr represent the resolution of the recording medium that is taken to be equivalent

to the pixel size, and de is the diameter of the particle image prior to being recorded on

the pixel plane. Assuming that the particle image is diffraction limited and its image

intensity is Gaussian, the diameter of the diffracted image of the particle is expressed as:

d2
e = M2

o d
2
p + [2.44(1 +Mo)f

#λ]2

where dp is the seeding particle diameter, f# is the F-number of the imaging lens and λ

is the laser wavelength. For the present experiments, image magnification is Mo=0.04,

the pulse interval ∆t =70 µs, dr represent the pixel size (=6.7 µm), f#=1.4, particle

diameter dp ≈2 µm yielding a dynamic velocity range of 30. The dynamic spatial range

(DSR) is defined as the ratio of the maximum resolvable scale to the minimum resolvable
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scale, i.e.

DSR =
Lx/Mo

Umax∆t

where the CCD pixel array dimension Lx= 8.58 mm and DSR=1020.

Time t
 Time t 

           Spurious vector 

Raw Image 1 

Time t+ t

          Correlation function

Raw Image2

Filtering

 Interpolated vector

Figure 4.3: Processing of piv images



72 Data Analysis

4.1.3 Calibration of PIV

To convert the velocity field from image coordinates to laboratory coordinates, length

calibration is performed with a calibration sheet. Calibration sheet is a set of grid points

on which the distance between two grid points is 10 mm. By putting the calibration

sheet at the image plane, the image of the grid is captured and superimposed on the

PIV image. Two types of calibration are followed depending upon the geometry of

the flow field: linear and nonlinear calibration. In the case of plane geometry with a

distortion free image, linear mapping is adequate. In this route, a minimum of four grid

points is required. At the four grid points x and y coordinates of the image are specified

and the corresponding pixel numbers identified from the image. By linear interpolation,

all other x and y-coordinates are calculated for each pixel location. Once we get the real

coordinates of each pixel of the image, the velocity vectors can be determined from the

time interval between two images. Nonlinear calibration is recommended when image

distortion is expected during recording by the camera.

4.2 Data Analysis from Velocity Vectors

In applications, the velocity information is often necessary but not sufficient and other

quantities will be of interest as well. The velocity field obtained from PIV measurements

can be used to estimate relevant quantities by means of differentiation and integration.

The vorticity field is of special interest because, unlike the velocity field it is independent

of the frame of reference. In particular, if it is resolved temporally, the vorticity field

can be much more useful in the study of flow phenomena than the velocity field. This

is particularly true in highly vortical flow such as turbulent shear layers, wake vortices

and complex vortical flows. Integral quantities can also be obtained from the velocity

data. The instantaneous velocity field obtained by PIV can be integrated, yielding either

a single path integrated value or another field such as the stream function. Analogous

to the vorticity field, the circulation obtained through path integration is also of special

interest in the study of vortex dynamics, mainly because it is also independent of the

reference frame. In the following section, data analysis for calculation of various derived

quantities from PIV measurements are presented.
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4.2.1 Velocity differentials

The differential terms are estimated from the velocity vectors obtained from PIV. Since

PIV provides the velocity vector field sampled on a two dimensional evenly spaced grid

specified as (∆x,∆y), finite differencing can be employed to get the spatial derivatives.

There are a number of finite difference schemes that can be used to obtain the deriva-

tives. The truncation error associated with each operator is estimated by means of a

Taylor series expansion. The actual uncertainty in differentiation is due to that in the

uncertainty of the velocity estimate εU . It can be obtained using standard error propa-

gation methods assuming individual data to be independent of the other. There are two

schemes that reduce the error associated with differentiation: Richardson extrapolation

and least squares approach. The former minimizes the truncation error while the least

squares approach reduces the effect of random error, i.e. the measurement uncertainty,

εU . These approaches are briefly discussed below2.

Least squares estimate of the first derivative:

(
df

dx

)

i

≈ 2fi+2 + fi+1 − fi−1 − 2fi−2

10∆x

Here, the accuracy is of the order of ∆x2 and the associated uncertainty is εU/∆x.

The derivative using Richardson extrapolation is calculated as:

(
df

dx

)

i

≈ fi−2 − 8fi−1 + 8fi+1 − fi+2

12∆x

The accuracy of the above approximation is of order ∆x3 and the uncertainty associated

with the expression is 0.95εU/∆x.

4.2.2 Vorticity and circulation

The vorticity in the x, y and z directions can be calculated from the partial derivatives

of velocity using:

ωx = ∂w/∂y − ∂v/∂z

ωy = ∂u/∂z − ∂w/∂x

ωz = ∂v/∂x− ∂u/∂y
2The discussion on the analysis of PIV images follows Raffel et al., 1998
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Figure 4.4: Contour for the calculation of circulation for the estimation of vorticity at a
point (i, j).

The expression of mass continuity for an interrogation spot on the x-y plane can be

written as

∇ · u ≈ ∂u/∂x+ ∂v/∂y

Circulation can be computed from either velocity using

Γ =

∮
u · dl

or vorticity as

Γ =

∫
ω · dA

In the present work, vorticity has been calculated by choosing a small rectangular contour

around which the circulation is calculated from the velocity field using a numerical

integration scheme, such as trapezoidal rule. The local circulation is then divided by

the enclosed area to arrive at an average vorticity for the sub-domain. The following

formula provides a vorticity estimate at a point (i, j) based on circulation using eight

neighboring points (see Figure 4.4):

(ωz)i,j ∼=
Γi,j

4∆X∆Y
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with

Γi,j =
1

2
∆x(Ui−1,j−1 + 2Ui,j−1 + Ui+1,j−1)

+
1

2
∆y(Vi+1,j−1 + 2Vi+1,j + Vi+1,j+1)

−1

2
∆x(Ui+1,j+1 + 2Ui,j+1 + Ui−1,j+1)

−1

2
∆x(Vi−1,j+1 + 2Vi−1,j + Vi−1,j−1)

It has been observed from experiments that a circulation calculation via the velocity field

yields better estimates of vorticity, and in particular, the peak vorticity that is otherwise

under-predicted. At other locations, the vorticity field determined by the two approaches

are practically identical. The accuracy of the vorticity measurement from PIV data

depends on the spatial resolution of the velocity sampling and the accuracy of the velocity

measurements. Therefore, the vorticity error can be associated with calculation scheme

and the grid size used for velocity sampling. Another source of uncertainty is that

propagated from the velocity measurements. PIV velocity measurements are the local

averages of the actual velocity in the sense that it represents a low pass filtered version

of the actual velocity field. Thus, vorticity from PIV data is only a local average of an

already averaged velocity field and not a point measurement3.

4.2.3 RMS velocity

Though the PIV image sequence is collected with a time spacing of 0.25 seconds4, RMS

velocity fluctuations in the near wake can still be obtained from them. The reasoning

is that the near wake is dominated by large structures that in turn are associated with

large time scales. A validation of PIV measurement of RMS velocity with hotwire data

is reported later in this chapter.

The root mean square velocity (for a generic component u) at a location in the

wake is calculated from the formula

uRMS =

√
1

N − 1

∑
(u′)2

3In the case of the expression of mass continuity, the value should be zero for perfectly two-
dimensional incompressible flow. Any instance of non-zero values can be attributed to either error
in the PIV measurement or three dimensional effects.Vorticity and strain rate are expected to have
finite non-zero values in a nonuniform flow field.

4an unacceptably large value
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The summation extends over N samples, N being the number of acquired velocity fields

in time. Further, u′ is the unsteady part of the velocity field that is given as

u′ = u(x, t)− U(x)

The time averaged velocity field U is determined by averaging the instantaneous velocity

vectors using the formula

U(x) =
1

N

N∑

i=1

u(x, ti)

4.2.4 Drag coefficient

Two important parameters in the study of flow past bluff bodies are drag coefficient and

Strouhal number. Drag coefficient is the dimensionless form of the force acting on the

body in the direction of flow. Strouhal number is the non-dimensional vortex shedding

frequency. It is also indicative of the time scale of the unsteady forces and determines

the nature of flow induced vibrations of the body in both stream-wise and transverse

directions.

In the present study, drag coefficient has been calculated by a momentum integra-

tion approach over a control volume. It is also called the wake survey method, and has

been extensively discussed (Schlichting, 1979). Generally, the method is used to calcu-

late drag coefficient from velocity profiles in the intermediate and far wakes, where there

is no static pressure variation across the flow. In the present experiments of flow past

a square cylinder in a closed channel, static pressure variation has been observed under

some conditions even at twenty cylinder widths downstream. Therefore, it is necessary

to consider the static pressure variation in the calculations. The drag coefficient is given

by the formula (White, 1991)

Cd =

∫ H
−H ρu(y)(Ua − u(y)) + ∆p)dy

0.5ρU 2
aD

Here u(y) is the velocity profile in the wake where x and y are coordinates parallel

and perpendicular to the main flow direction. Additionally, Ua is the approach velocity,

D is the projected area of the cylinder normal to the flow direction (per unit length

along the cylinder axis) and ∆p is the static pressure drop between the free stream and

the point under consideration. To maintain uniformity with the nomenclature in the

published literature, the projected dimension has been taken to be equal to the edge of

the cylinder for straight as well as inclined cylinders.
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It is clear from the above expression that the drag coefficient cannot be determined

exclusively from PIV images. Most experiments in which the pressure drop was measured

using a static probe showed that the correction was to the extent of ±5%. Hence, results

have also been presented without the pressure correction term. For such data, the drag

coefficient can be interpreted simply as a momentum loss coefficient.

The symbol H in the formula for the drag coefficient is the width of the control

volume over which the local velocity attains the free stream value. In external flow

measurements, this location coincides with a boundary that has zero shear. Accordingly,

the external force calculated from the momentum balance formula can be attributed

entirely to drag on the cylinder. In channel flow, the asymptotic limit is not reached

unambiguously; hence the value of H has been selected by first examining the velocity

vectors. A second approach employed was to set H equal to the channel half-width

and make corrections for the wall shear. Both of these approaches were found to give

very similar drag coefficients. The extent of uncertainty in drag coefficient is reported

in Section 4.5.

4.2.5 Streamlines

The flow pattern is visually brought out in terms of streamlines. For this purpose, the

stream function is first calculated by integrating the velocity field as per the formula

ψ =

∫

x

u(x, y) dy

starting from an exterior point where v=0. Here, u and v indicate the time-averaged

velocity components of the flow field. The streamlines are then plotted simply as contours

of constant stream function in the flow domain.

4.2.6 Turbulent kinetic energy budget

The turbulent kinetic energy budget helps in examining how turbulence is spatially

distributed after being produced in the flow field5. It also explores the development of

the cascade process that directs the kinetic energy of velocity fluctuations from large

scales towards the small scales, ultimately to be dissipated by molecular-level processes.

Under unique circumstances, reverse cascading, namely energy transfer towards the large

scale structures is also possible.

5The flow field in the wake of the cylinder is being characterized here as turbulent purely because of
the appearance of time-dependent fluctuations.
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The equation describing the transport of turbulent kinetic energy is (Wilcox, 1998)

∂Kt

∂t
= −Uj

∂Kt

∂xj
−〈u′iu

′
j〉Sij−

∂

∂xj
〈u′iu

′
iu
′
j〉−ν〈sijsij〉−

∂

∂xj
〈2νu′isij〉−

∂

∂xj

1

ρ
〈u′jp

′〉 (4.1)

The symbols used are defined in Nomenclature; in any case they follow the meaning

employed in the literature on turbulent flows. Lower case symbols (say, u) indicate

velocity fluctuations, while the upper case symbol is for the time-averaged velocity (say,

U). In the above equation, the turbulent kinetic energy (Kt) is a time-averaged quantity

(〈·〉)
Kt =

1

2
〈u′u′ + v

′
v
′
+ w

′
w
′〉

The mean rate of strain(Sij) and fluctuating rate of strain (sij) are

[Sij =
1

2

(
∂Ui
∂xj

+
∂Uj
∂xi

)
, sij =

1

2

(
∂ui
∂xj

+
∂uj
∂xi

)

The first term on the right hand side of the turbulent kinetic energy equation is advection.

Under the assumption of a negligible w-velocity (w = 0) it reduces to:

Advection = U
∂Kt

∂x
+ V

∂Kt

∂y

The second term in Equation 4.1 is the production of turbulent kinetic energy.

With the symmetry assumption at the mid-plane of the test cell (∂/∂z =0) it becomes:

Production = 〈u′u′〉∂U
∂x

+ 〈v′v′〉∂V
∂x

+ 〈u′v′〉∂U
∂y

+ 〈u′v′〉∂V
∂x

The third term indicates diffusion; under the assumption (〈w ′2v′〉 = 〈v′3〉 and 〈w′2u′〉 =

〈v′2u′〉) it can be expressed as:

Diffusion =
∂

∂y

1

2
〈u′2v′〉+

∂

∂y
〈v′3〉+

∂

∂x

1

2
〈u′3〉+

∂

∂x
〈u′v′2〉

The fourth term is viscous dissipation. If local isotropy in velocity fluctuations is

assumed, we get

Isotropic Dissipation = 15ν〈∂u
′

∂x
〉2

Dissipation can also be calculated based on the assumption of locally axisymmetric

turbulence and is equal to (Schenck and Jovanovic, 2002):

Axisymmetric dissipation = νb−〈(∂u
′

∂x
)2〉+ 〈2(

∂u
′

∂y
)2〉+ 〈2(

∂v
′

∂x
)2〉+ 8〈(∂v

′

∂y
)2〉c
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The 5th and 6th terms in the turbulent kinetic energy equation are termed as

viscous diffusion and pressure diffusion respectively. The sum of these two terms has

been obtained as the residual of the turbulent kinetic energy equation. It should be

noted that the viscous diffusion can be expected to be insignificant at intermediate and

high Reynolds number. Therefore the residual term is primarily due to the pressure

transport.

The individual budget terms of the turbulent kinetic energy equation have been

calculated from PIV measurements. It has been assumed that the total kinetic energy is

1.33 times that of that measured from two dimensions. Panigrahi et al., (2005) have val-

idated the above assumptions from an experiment on flow past a rib using 2-component

and stereo-PIV.

The dissipation term of the kinetic energy budget equation has been calculated

based on the assumption of both local isotropy and axisymmetry. The assumption of local

isotropy requires the eight ratios of velocity fluctuations to be equal to unity. Schenck and

Jovanovic (2002) reported the eight isotropic ratios to be in the range of 0.4 to 1.7 from

hotwire measurements of the plane wake of a circular cylinder and axisymmetric wake

of a sphere. The diffusion term in the turbulent kinetic energy equation is calculated

using the assumptions: (〈w′2v′〉 = 〈v′3〉 and 〈w′2u′〉 = 〈v′2u′〉). The above assumption

has also been justified by Panigrahi et al. (2005) through experiments involving flow

past a rib.

4.3 Hotwire Anemometry

High temporal resolution is possible with a hotwire anemometer, though the attendant

disadvantages of intrusive effects and low spatial resolution are equally significant. The

principle of operation of a hotwire anemometer is briefly described below.

The output of a hotwire anemometer depends on convective heat transfer from a

very fine (micron-sized) heated wire to the flowing fluid. The thermal equilibrium of the

wire placed in a fluid medium gives the following energy balance relationship:

Hconvec + Ė = i2Rw (4.2)

Here Hconvec = hA(Tw−Tf) and Ė is the change in internal energy of the wire. Further,

A is the surface area of hotwire per unit length in units of m, h is the convective heat

transfer coefficient, W ◦ C−1 m−2, Tw is the temperature of the wire, ◦C, Tf is the
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temperature of fluid, ◦C, i is the current flowing through wire, Amp, and Rw is the

resistance of wire, Ω. One can write

Ė = mC
dTw
dt

(4.3)

where m is the mass of wire per unit length, kg/m and C is the specific heat of the wire

material, J kg−1◦C−1. The differential equation governing time-dependent convective

heat transfer is now expressed as

mC
dTw
dt

+ Ah (Tw − Tf )− i2Rw = 0 (4.4)

The quantity of interest in the above formulation is the convective heat transfer coeffi-

cient h. The rate of change of internal energy is practically zero for the CTA (constant

temperature anemometer) mode of the hotwire6. This approximation leads to the equa-

tion

H = 2πKf l (Tw − Tf) Nu (4.5)

where Nu = hd
Kf

is the Nusselt number, d is the sensor diameter, Kf is the thermal

conductivity of fluid, and 2l is the length of the sensitive area of the hotwire probe.

The term which contains the effects of fluid velocity, temperature of the wire and

the fluid temperature is Nusselt number. The general expression for Nusselt number in

forced convective heat transfer for incompressible flow is given by

Nu = f

(
Re,Pr, a1,Gr,Ma, γ, aT , 2

l

d
,
Kf

Kw

)
(4.6)

where Re = Ucd
ν is the Reynolds number, Uc is the effective cooling velocity, ν is the

kinematic viscosity of fluid, Pr is the fluid Prandtl number, Cp is the specific heat of

the fluid at constant pressure, a1 is the angle between the free stream direction and

the normal to wire, Gr is Grashoff number, Ma is Mach number, γ =
Cp
Cv

, Cv is the

specific heat of fluid at constant volume, and aT =
(Tw−Tf )

Tf
is the temperature loading

or overheat ratio. Further, kw and Kf are the thermal conductivities of the wire material

and the fluid medium respectively. Fortunately, most applications permit a significant

reduction in the number of parameters that must be included. The reasons are:

1. Forced convection parallel to the wire is small.

6The feedback electronics that accomplish this step are responsible for the excellent temporal and
frequency response of the hotwire.



4.3 Hotwire Anemometry 81

2. Prandtl number depends only on fluid properties.

3. Buoyancy effects can be neglected for Gr×Pr < Re2. This expression shows that

for air velocities greater than about 5.2 cm/s, buoyancy effects can be neglected.

4. For near atmospheric conditions of pressure and temperature and low velocities,

Mach number is negligibly small.

5. Over a suitable range of temperatures (where HWA is commonly employed) Cp

and Cv can be assumed to be constant.

The general equation governing the operation of hotwire can be now be simplified to

Nu = f (Re, aT ) (4.7)

In isothermal flow measurements Equation 4.7 can be further simplified as

Nu = f (Re) (4.8)

A relationship between Nusselt number and Reynolds number with aT as a parameter

that can be reliably used for converting the voltage output of the anemometer into

velocity cannot be analytically derived. The analytical solution of flow past a circular

cylinder for a wire-diameter based Reynolds number less than 40 shows that a power

law relation is generally valid. The value of the exponent is 0.5 when the wire is taken

to be infinitely long, flow is two dimensional and fluid properties are independent of

temperature. However, the exponent depends on the geometric and physical properties

of the wire, physical properties of fluid, and interference effects due to the prongs. A

value of 0.45 is generally preferred; other empirical correlations derived using individual

calibration of the wires is recommended in hotwire applications (Chew and Simpson,

1988).

4.3.1 Hotwire measurements

Velocity was measured using a two channel hot wire anemometer along with an ×-wire

probe. The× was formed in the vertical plane, with the cylinder placed in the horizontal

position. The probe was mounted on a traversing mechanism that facilitates all three

orthogonal movements, to a positional accuracy in the most significant direction, namely

the vertical at ±0.1 mm. The commercially available DANTEC anemometer and probes

were employed in the present work. The two wires of the probe were calibrated in
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the wind tunnel itself. Small changes in room temperature (±1oC) were compensated

through the use of a correction formula that assumes a temperature-independent heat

transfer coefficient over this range. The probe was recalibrated for larger changes in

room temperature. Both wires were operated at 150oC, and their calibration curves

were seen to be almost identical. The assumption of equal sensitivity coefficients of

the two wires was occasionally employed during data reduction (Section 4.3.3). The

calibration curves were smoothed using a fifth order polynomial. A pitot-static tube

connected to a 19.99 mm of H2O (Furness Controls) digital manometer was used for

calibration. Both DC and RMS values of voltages were recorded using true voltmeters

supplied by the manufacturer7. Integration time of typically 100 s was used to obtain

all time-averaged quantities. For the range of velocities considered in the present work

(namely, 1-5 m/s), incompressible flow conditions have been assumed to prevail for the

sake of data analysis.

Before the start of measurements, the stability of the CTA bridge as well as the

signal conditioner setup was checked. Static and dynamic balancing of the circuits had

to be ensured. The static bridge balancing requires the use of a proper overheat setting

while dynamic balancing is checked by square wave test.

Local time-averaged velocity and velocity fluctuations were measured using the

×-wire probe. The ×-wire probe was used for measuring two components of velocity

along the x and y directions. The continuous output voltage from the anemometer was

acquired independently for each wire via an analog to digital (A/D) converter. The filter

settings were determined by examining the complete power spectrum of the velocity

components. Voltage signals from the CTA were low-pass filtered at 1-3 kHz and high-

pass filtered at 0.1 Hz using the 56N20 amplifier/filter unit. Further, the 56N20 signal

conditioner was used for amplifying the input signals with gain factors of 10. The

anemometer output voltage was collected by a PC (HCL) through a data acquisition

card (Keithley) with LabVIEW software. In the low velocity regime, measurements with

the pitot-static tube as well as the hotwire anemometer are prone to errors. These can

arise from higher order physical phenomena as well as probe interference effects. The

errors can be controlled by using a pitot-static tube of small diameter (3 mm in the

present study); in addition the hotwire probe in the present work operated at a lower

temperature (of around 150oC). It was felt that the lower wire temperature minimized

free convection and radiation errors, without excessive loss of sensitivity. The accuracy

7True meters refer to those that use a time series of voltages to perform the integration indicated by
DC and RMS values.
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of measurement was validated by examining the published Strouhal number-Reynolds

number data for a circular cylinder at low Reynolds numbers. The power spectra of the

velocity fluctuations were determined using the FFT algorithm. The sampling frequency

used was 1000 Hz, the signal length for RMS measurements being 20 seconds.

4.3.2 Calibration Methodology

There are different approaches available for hotwire calibration. Two important steps

involved in any approach are data generation and curve fitting. Calibration data are

generated by measuring the output of the anemometer when the probe is subjected to

a flow with a known velocity and low turbulence levels. In principle, specially designed

apparatus are used to generate high quality flow with uniform velocity, temperature and

very low turbulence level (say < 0.1%). However, a test cell that has clean approach

flow conditions can also be used to carry out an in situ calibration (Perry, 1982). In

the present study, calibration has been performed in the test cell itself, very close to

the inflow plane. A much wider range of expected velocity variation was covered during

calibration. Air velocity was directly measured using a pitot-static tube with an external

diameter of 3 mm, mounted along the centerline of the test section. Calibration data

are generated by measuring the output of the anemometer when the probe is subjected

to uniform known velocity.

Small changes in room temperature can occur over the day of the experiment.

For changes up to ± 1oC, the recorded data can be compensated through the use of

a correction formula that assumes a constant heat transfer coefficient over this small

temperature range (Bearman, 1971). The anemometer output voltage is corrected as

Ecorr =

√(
Tw − T0

Tw − Ta

)
Ea (4.9)

Here Ea is the acquired voltage, Tw the sensor hot temperature, T0 the ambient reference

temperature at which calibration data is available, and Ta is the ambient temperature

during the experiment. In the present work, the probe was re-calibrated for larger

changes in room temperature.

4.3.3 Curve fitting

A number of functions for curve fitting the hotwire calibration data have been proposed

in the literature. These functions are individually applied to the two wires of the× probe.
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The most commonly used functions are (Bruun, 1995): polynomials, power laws (King’s

law 8) and look-up tables. Low order polynomials, say second or third, do not show an

oscillatory trend between calibration points. Jorgensen (2002) has shown that for a wide

range of velocities (0.2-60 m-s−1), power law fits are less accurate than polynomial fits

and show a systematic error distribution. The fourth- and fifth-order polynomials are

preferable and gives less error, almost of equal accuracy. The reported maximum errors

for these polynomials are 0.74 and −0.53% respectively.

For velocity measurements in the lower range, say 0.5 to 4 m/s, a number of special

calibration procedures is available. In present investigation, two different approaches

were examined, but the difference between them was found to be negligible. These

approaches are based on the linearizer function (recommended by DANTEC) and a high

order polynomial. In linearizer approach the mathematical relationship used is

y = 10A+Bx+Ey + Cx+D (4.10)

Here A,B,C,D and E are curve fitting parameters. They are selected to give a fluid

velocity equal to 10 m/sec for a wire output of 10 V. The quantity y is the output

quantity equal to normalized velocity of fluid, defined as

y = 10× U

Umax
(4.11)

The velocity referred here is the effective fluid velocity (at normal incidence to the wire).

Further, x is the normalized voltage defined as

x = 10×
[

E − E0

Emax − E0

]
(4.12)

where E0 is the output of wire measured at zero velocity of fluid and Emax measured

at maximum velocity of fluid Umax. The function given above can closely match the

calibration data, but its nonlinearity is a source of computational complexity.

The parameters A,B,C,D and E are obtained by means of an iterative least square

error approach as follows. For any calibration point (xi, yi) Equation 4.10 will produce

an error φi given by

φi = yi −
[
10A+Bxi+Eyi + Cxi +D

]
. (4.13)

The least square approach requires the sum of errors at all calibration points to be

8Originally proposed by King (1914). King’s evaluation suggested that the relationship E = F (U)
may be assumed to be of the form E2 = A+BUn, where n = 0.5.
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minimum i.e.

Φ =

n∑

i=1

φ2
i =

n∑

i=1

{
yi −

[
10A+Bxi+Eyi + Cxi +D

]}2
(4.14)

and
∂Φ

∂A
=
∂Φ

∂B
=
∂Φ

∂C
=
∂Φ

∂D
=
∂Φ

∂E
= 0. (4.15)

Let I be any of the parameters A,B,C,D or E; then, the derivatives can be evaluated

as

∂Φ

∂I
= 2

n∑

i=1

φi
∂φi
∂I

= 0 (4.16)

Each derivative has to be expanded algebraically and solved for the corresponding pa-

rameter. At this stage, other parameters would take on assumed values. When one cycle

of calculations is completed, the procedure is repeated for the next iteration.

In the polynomial curve fitting approach the data points are fitted with fourth order

polynomial functions. It has been found that the fourth- and fifth-order polynomials were

of nearly equal accuracy (the maximum error being 0.27% for the velocity range 0.2-3.5

m/s of interest to the present work). With C0 - C4 as calibration parameters, the fourth

order polynomial is of the form

U = C0 + C1E + C2E
2 + C3E

3 + C4E
4 (4.17)

Here, U is velocity and E is voltage. Typical calibration data and the 4th order fit are

shown in Figure 4.5. It is also shown that the calibration curves for both wires operating

at practically equal overheat ratios are very close to each other.

4.3.4 Directional probe sensitivity

Directional calibration of multi-sensor probes (×- or tri -axial) provides their individual

directional sensitivity coefficients. These are yaw factor, kn and pitch-factor, Ph. They

are required to decompose effective velocities derived from the calibration data into

velocity components in laboratory coordinates. The effective cooling velocity acting on

a hot wire can be expressed by means of the normal (Un), tangential (Ut) and binormal

components (Ubn) modified by the yaw and pitch factors, kn and Ph (Jorgensen, 2002)

as follows:

U2
eff = U2

n + k2
nU

2
t + h2U2

bn (4.18)

During directional calibration, the probe is turned through a number of inclination angles

with respect to a known flow vector. In each position, Un, Ut and Ubn are calculated from
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Figure 4.5: Calibration data for a ×-wire hotwire probe (symbols) compared with a
fourth order curve fitting formula (lines).

the probe velocity transfer function. This provides a set of equations for determining

kn and Ph for each wire in each angular position. The ×-array probes uses the yaw

coefficients, k1 and k2, in order to decompose the calibration velocities Ucal1 and Ucal2

into the U and V components. As the yaw coefficients, k1 and k2 depend only on the

geometry, the directional calibration test is needed to be carried out only once in the life

of the probe. In the present work, the freshly supplied probe (DANTEC probe 55P63)

was used. The default values of k1 and k2 (= 0.2) was used during analysis.

4.3.5 Data Reduction

The time-mean component of the voltage signal has been obtained independently through

a 41
2
-digit voltmeter, DANTEC 56N22. In order to achieve the best utilization of the

analog to digital converter resolution, the fluctuating component of the voltage signal

has been amplified by a gain factor of 10, prior to acquisition in the PC. This approach9

9of measuring DC and fluctuations individually
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has the advantage that integration time constants can be applied unrestrictedly on the

time-mean and fluctuating component of the signal. A typical value of 100 s integration

constant has been used to measure the time-mean voltage. The fluctuation part was

acquired for 20 seconds duration with a gain setting of 10. The time-mean and the

fluctuating voltage have been added during data processing to get the complete instan-

taneous signal. It has been subsequently used with the calibration equation to calculate

the instantaneous velocity.

For the ×-probes that are oriented at α = 45o to the incoming flow direction

and yaw coefficients k2
1 and k2

2 for each wire, the velocities U1(t) and U2(t) in the wire-

coordinate system are related to the calibration velocity of each wire as (Bruun, 1995):

k2
1U

2
1 + U2

2 =
1

2

(
1 + k2

1

)
Ucal1

2 (4.19)

U2
1 + k2

2U
2
2 =

1

2

(
1 + k2

2

)
Ucal2

2 (4.20)

The above equations can be rearranged as:

U1 =
1√
2

√
(1 + k2

2)Ucal2
2 − k2

2Ucal1
2 (4.21)

U2 =
1√
2

√
(1 + k2

1)Ucal1
2 − k2

1Ucal2
2 (4.22)

The velocity components, U(t) and V (t) in the laboratory coordinates x and y can be

calculated from the velocity in the wire coordinate using an appropriate geometrical

transformation, leading to:

U =
1√
2
U1 +

1√
2
U2 (4.23)

V =
1√
2
U1 −

1√
2
U2 (4.24)

The digitization of the hotwire signal results in N evenly distributed and statistically

independent samples that, to a first approximation, can be taken as statistically sta-

tionary10. The mean value of the velocities U and V can be evaluated as the ensemble

average of the velocity signals u(t) and v(t), i.e.

U =
1

N

N∑

i=1

u (4.25)

V =
1

N

N∑

i=1

v (4.26)

10If the signal is obtained for total time of T seconds at a sampling rate of SR per second, then
N = SR× T .
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Subsequently, the velocity fluctuations, u′(t) and v′(t) are calculated by subtracting the

mean component of velocity from the velocity signals U(t) and V (t). Hence

u′(t) = u(t)− U (4.27)

v′(t) = v(t)− V (4.28)

The root mean square components of velocities, u′2, v′2 and the Reynolds shear stress

u′v′ have been evaluated as:

urms =

[
1

N

N∑

i=1

(u′)2

]1/2

(4.29)

vrms =

[
1

N

N∑

i=1

(v′)2

]1/2

(4.30)

u′v′ =
1

N

N∑

i=1

u′v′ (4.31)

Here, the measurements from the two wires of the probe are taken to be simultaneous.

This assumption neglects the small time lag introduced during data transfer in the A/D

card.

4.4 Uncertainty

The seeding of flow with oil particles, calibration, laser light reflection, background

illumination, image digitization, cross correlation calculation, velocity gradients and out-

of-plane particle motion affect the accuracy of PIV measurements. Tracer particles need

to follow the main air flow without any lag. For the particle size utilized and the range

of frequencies in the wake, an expected slip velocity error of 0.3% to 0.5% relative to the

instantaneous local velocity is expected. A second source of error in velocity measurement

is due to the weight of the particle. In the present experiments, the effect of the weight of

the seed particles was examined by conducting experiments at a fixed Reynolds number

by varying the size of the cylinder and fixed inflow velocity. The streamline plot and

the dimensionless size of the recirculation region were found to be identical in each

case, and independent of the fluid velocity. The noise due to background light was

minimized by using a band-pass filter (at the wavelength of the laser) before the camera

sensor. The hotwire measurements are effected by the error due to calibration, free

convection effect at small velocity, curve fitting error, electrical noise, digitization error

and turbulence intensity in the incoming fluid stream. The pitot static tube, hotwire
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anemometry and PIV measurements of mean velocity compared exceedingly well with

each other indicating less than 2% error in velocity measurements. The drag coefficient

calculation has been carried out at various stream-wise location and found to be within

5% of each other. From repeated measurements at the zero degree cylinder orientation

(Figure 4.6, with Reynolds number kept constant to within ± 1%), the uncertainty in

drag coefficient has been determined to be within ± 5%. The Strouhal number has

been calculated at different x and y locations from both u and v-velocity measurements

indicating the uncertainty on Strouhal number to be ± 2%. The influence of particle

density on the measured flow field is shown in Figure 4.7; the influence is seen to be

small.

θ, deg
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Figure 4.6: Variation of drag coefficient with cylinder orientation. Experiments were
conducted on three different days under nominally similar conditions.
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Figure 4.7: Effect of seeding density on the velocity field.

4.5 Validation Experiments

The validation of the experimental technique, data analysis procedure and computer

implementation has been carried out in two ways: (i) Comparison between different

measurement techniques, (ii) Comparison of the standard calculated quantities with that

in the literature. The validation results of mean velocity, vorticity patterns, Strouhal

number and drag coefficient are discussed in the following sections.

4.5.1 Comparison of hotwire and PIV data

Benchmark experiments were conducted at selected planes in the wake of the square

cylinder under identical conditions. Both hotwire and PIV measurements were recorded.

A cross-check in terms of the two components of time-averaged velocity is presented in

Figures 4.8, 4.9, 4.10, 4.11, 4.12 and 4.13 at two different Reynolds number (Re=410

and 610). At x=5 the u-velocity profiles recorded by the two techniques show significant

difference in the velocity deficit, Figure 4.8. Since the recirculation zone extends upto

x=6, the time-averaged velocity is negative at all earlier x-locations. The hotwire probe

cannot resolve the negative stream-wise velocity component, while PIV does not suffer

from this drawback. Hence, adjacent to the cylinder, the PIV data can be assumed

to be more accurate. As one moves downstream, the match between the two measure-
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ments is better. At x=15 units, the stream-wise velocity profiles from hotwire and PIV

measurements merge with each other (Figure 4.10).

Figure 4.11, 4.12 and 4.13 compare the transverse v-velocity for cylinder at differ-

ent orientations and Re=410 and 610. The overall trends in the v-velocity are similar.

At x=5 location, the maximum deviation of v-velocity between hotwire and PIV mea-

surements is within the uncertainty of the velocity measurements (see Figure 4.11). This

is in contrast to the high deviation in the u-velocity measurements in Figure 4.8. The

hotwire measurement error in the recirculation zone is higher for the u-velocity than

the v-velocity. The v-velocity trend at x=10 and 15 are similar between hotwire and

PIV measurements. The higher percentage deviation of the v-velocity at these locations

compared to the earlier x-location can be be attributed to the lower absolute magnitude

of the v-velocity. Figure 4.14 shows the comparison of urms velocity at two x locations.

At x=5 the PIV data shows a slightly higher peak RMS value compared to hotwire

measurements. At x=10, both PIV and hotwire results coincide.

4.5.2 Drag coefficient

Table 4.1 presents a comparison of time-averaged drag coefficient of a square cylinder for

zero angle of incidence; experiments as well as numerical simulation are compared. For

three dimensional numerical simulation, the drag coefficient is a value averaged over the

entire span of the cylinder. The experimental value is that of the cylinder mid-plane,

obtained by a wake survey method. The drag coefficient from all studies are in the range

of 1.95 to 2.32 and are comparable to each other.

Figure 4.15 shows the comparison of drag coefficient (CD) with cylinder orientation

from present experiments and two dimensional numerical simulation of Sohankar et al.

(1998). The drag coefficient is based on the cylinder dimension rather than the projected

area. The match is not good when we compare the mid-plane value with that of Sohankar

(1998), possibly because of the dimensionality of the numerical simulation. The match

improves when the 3-plane averaged value is compared with the cylinder average of three

dimensional simulation. The minimum in the drag coefficient at 22.5o is to be seen in

both the mid-plane value as well as the average data. Sohankar et al. (1999) conducted

a 3D numerical simulation of flow past a square cylinder at a low aspect ratio and found

substantial variation in drag coefficient along the span-wise direction.
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Figure 4.8: Comparison of time-averaged u-velocity profiles in the wake of a square
cylinder. PIV and HWA measurements at four cylinder orientations (0, 22.5, 30 and
45o) are presented at x = 5 location. Reynolds number=410(top) and 610(bottom).
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Figure 4.9: Comparison of time-averaged u-velocity profiles in the wake of a square
cylinder. PIV and HWA measurements at four cylinder orientations (0, 22.5, 30 and
45o) are presented at x = 10 location. Reynolds number=410(top) and 610(bottom).
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Figure 4.10: Comparison of time-averaged u-velocity profiles in the wake of a square
cylinder. PIV and HWA measurements at four cylinder orientations (0, 22.5, 30 and
45o) are presented at x = 15 location. Reynolds number=410(top) and 610(bottom).



4.5 Validation Experiments 95

y

v/
U

-5 0 5

-0.1

0

0.1

30o

y
-5 0 5

-0.1

0

0.1

45o

-5 0 5

-0.1

0

0.1

22.5o
v/

U

-5 0 5

-0.1

0

0.1

Angle = 0o x=5

HWA
PIV

v/
U

-5 0 5

-0.1

0

0.1

Angle = 0o x=5
HWA
PIV

-5 0 5

-0.1

0

0.1

22.5o

y
-5 0 5

-0.1

0

0.1

45o

y

v/
U

-5 0 5

-0.1

0

0.1

30o

Figure 4.11: Comparison of time-averaged v-velocity profiles in the wake of a square
cylinder. PIV and HWA measurements at four cylinder orientations (0, 22.5, 30 and
45o) are presented at x=5 location. Reynolds number=410(top) and 610(bottom).
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Figure 4.12: Comparison of time-averaged v-velocity profiles in the wake of a square
cylinder. PIV and HWA measurements at four cylinder orientations (0, 22.5, 30 and
45o) are presented at x= 10 location. Reynolds number=410(top) and 610(bottom).
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cylinder. PIV and HWA measurements at four cylinder orientations (0, 22.5, 30 and
45o) are presented at x = 15 location. Reynolds number=410(top) and 610 (bottom).
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Table 4.1: Comparison of drag coefficient with the published literature for flow past a
square cylinder.

Authors Nature of Aspect ratio Blockage Re CD

study

Davis et al. (1984) Numerical (2D) - 0.170 470 1.95
Sohankar et al. (1999) Numerical (3D) 6 0.055 400 1.67
Saha et al. (2003) Numerical (3D) 6-10 0.100 400 2.21
Present Experimental 16 0.030 410 2.32

28 0.060 420 2.03

4.5.3 Strouhal number

Table 4.2 compares the Strouhal number from the present work with that of other investi-

gations at similar Reynolds numbers and zero degree orientation. A maximum deviation

of ±7% between the present work and that of other investigations is indicated in Ta-

ble 4.2. The difference between the present study and literature can be attributed to

the difference in aspect ratio, blockage and inlet turbulence level. Figure 4.16 shows the

comparison of the present experiments with the published literature in terms of Strouhal

number for a circular cylinder (top) and square cylinder (bottom). Various Reynolds

numbers have been considered. Each individual data set shows only a weak dependence

of Strouhal number on Reynolds number. A certain level of scatter is visible. Data
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recorded in the present experiments at aspect ratios 16, 28 and 60 are shown by shaded

and unshaded diamonds and unshaded squares. Broadly, these three lines bound the

Strouhal number values reported in the literature. Thus, one can conclude that aspect

ratio can explain the minor discrepancy in Strouhal number data of a square cylinder.

The experimental data of the present study in the Figure 4.16 show that Strouhal num-

ber increases with an increase in aspect ratio. The trend recorded for a circular cylinder

by Norberg (1994) is supported by the present study.

Table 4.2: Comparison of Strouhal number with the published literature for flow past a
square cylinder.

Authors Nature of Aspect Blockage Re St Re St
study ratio

Okajima (1982) Experimental 120 0.016 300 0.143 500 0.130
Davis et al. (1984) Numerical (2D) 300 0.080 250 0.164 600 0.150
Sohankar et al. (1999) Numerical (3D) 10 0.056 300 0.153 520 0.130
Saha et al. (2003) Numerical (3D) 6-10 0.100 295 0.135 575 0.140
Present Experimental 16 0.030 310 0.122 550 0.129

28 0.060 310 0.153 516 0.140
60 0.030 295 0.155 500 0.145

4.5.4 Secondary vorticity pattern

Figure 4.17 shows the instantaneous stream-wise vorticity contours (ωx) above a circular

cylinder obtained in the present work using PIV. The axis of the vorticity component

is along the flow direction. The PIV results of Brede et al.9 are shown for comparison.

The Reynolds number of the present work is 330, while that of the reference is 290. At

these Reynolds numbers, secondary (streamwise) vortices are generated along with the

spanwise (Kárman) vortices. The secondary vortices are arranged along a line parallel

to the cylinder axis. The sense of rotation alternates along the spanwise direction. The

secondary vortices correspond to mode B of Williamson (1997). The spanwise wave-

length of the secondary vortices is around one cylinder diameter, the spacing between

the vorticity peaks being, in general, a constant. These trends are realized in both sets of

experiments. Overall, the favorable comparison of vorticity patterns with the published
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literature confirms the correct implementation of the PIV technique in the present study.
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Chapter 5

Flow Past a Stationary Square
Cylinder

Introduction

This chapter presents results for flow past a stationary square cylinder placed at various

orientations with respect to the incoming flow. The wake characteristics as a function of

cylinder orientation have been investigated in detail as a technique for passive control of

wake mixing and development. The sharp leading edge of a square cylinder move relative

to each other due to the change in orientation leading to different asymmetry level of

separation process. The aspect ratio of the cylinder has been varied to study the effect of

end condition and three dimensionality. The Reynolds number affects the instability of

the separated shear layer. Focus is on the intermediate range of Reynolds numbers and

two aspect ratios. The ranges of parameters considered in the study are: incidence angle

(referred interchangeably as cylinder orientation) in the range of 0-45o, Reynolds number

between 100-600, aspect ratio 16 and 28, blockage ratio 0.03 and 0.06. For comparison,

limited data at an aspect ratio of 60 and blockage ratio of 0.04 are also presented.

The high aspect ratio (≈ 60) experiments were performed in a separate wind tunnel of

larger cross-section. The Strouhal number, drag coefficient, time-averaged velocity field,

stream traces, vorticity, turbulence intensity, centerline velocity recovery, power spectra,

kinetic energy budgets and flow visualization results have been presented. The vorticity

field at different planes have been presented to show the primary and secondary vortical

structures. Similarly, the flow visualization results at different measurement planes have

been shown to explain the flow structures and three dimensionality. The drag coefficient

and Strouhal number are based on B, the cylinder dimension, irrespective of the cylinder
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orientation1.

The chapter is primarily organized as per the following sections: (1) Effect of

cylinder orientation, (2) Effect of aspect ratio, (3) Effect of Reynolds number. The

detailed results have been discussed under the above broad classifications.

5.1 Effect of Cylinder Orientation

Cylinder wakes at low and high Reynolds numbers can be compared in the following

manner. For a circular cylinder, the point of separation is Reynolds number dependent.

Hence properties such as the wake size, drag coefficient and Strouhal number exhibit

strong dependence on Reynolds number. For a square cylinder, the points of separation

are fixed at the upstream corners, and the dependence on Reynolds number is less severe.

There is a possibility of flow detaching from the upstream corner, closing in on the face

of the cylinder and separating once again from the rear corners. This is more likely

at high Reynolds number flows. It is also specific to square cylinders at zero angle of

incidence. When the square cylinder is inclined to the mean flow, only one pair of corners

contribute to flow separation. Hence, these orientations display only a weak dependence

of the point of separation on the Reynolds number. The point of separation at the top

and bottom corner of the cylinder are displaced from each other in the streamwise (x)

direction depending on the cylinder orientation. The size of the turbulent structures

and the broadening of the power spectra are dependent on the diffusion and dissipation

mechanisms in the wake. These are clearly sensitive to Reynolds number, particularly

when Re is towards the lower end of the scale.

The change in the angle of the cylinder affects the wake primarily due to the

following two factors:

1. The projected dimension normal to the flow direction is altered.

2. The point of separation is altered. The second factor alters the position of the

dividing streamline that defines the wake.

The dividing streamlines are symmetric for 0 and 45o angles, but evolve unsymmetrically

at all other angles. The loss of symmetry is felt in the time-averaged velocity distribution.

1Both drag coefficient and Strouhal number measured in the present experiments pertain to the
central plane of the cylinder that divides the equally the cylinder length.
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The projected dimension affects the minimum streamwise velocity in the near-wake. The

lowest u-velocity is to be expected for an angle of 45o, in comparison to all other angles.

Mirror images of the 0-45o flow fields are produced for cylinder angles between 45 to 90o.

For a square cylinder, the points of separation are fixed at the upstream corners. When

the square cylinder is inclined to the mean flow, only one pair of corners contribute to

flow separation.

Thus, global properties of the wake such as Strouhal number, drag coefficient and

wake size as well as local properties such a center-line recovery of velocity and decay of

velocity fluctuations are dependent on the cylinder orientation. The immediate effect of

changing the cylinder orientation can be expected to be an increase in drag (and hence

drag coefficient) due to an increase in the projected dimension with respect to the flow

direction. Simultaneously, one can expect a reduction in the vortex shedding frequency

(and hence Strouhal number) since the vortices are now of larger size. A cylinder with a

square cross-section does not reveal these trends, as discussed in detail in the following

sections.

5.1.1 Strouhal number

Figure 5.1 shows the Strouhal number variation with cylinder orientation for three dif-

ferent aspect ratios (AR = 16, 28 and 60) at Re=410. The change in Strouhal number

with respect to the incidence angle is similar for the three aspect ratios, with a maximum

Strouhal number seen at the 22.5o orientation. Strouhal number increases from the 0o

incidence angle to 22.5o, followed by a drop for subsequent rise in the incidence angle.

From experiments, Chen and Liu [27] observed an increase in Strouhal number with re-

spect to the incidence angle for a square cylinder till 17o (at which St was 0.187) followed

by a marginal drop to an asymptotic value of about 0.175. The Reynolds number range

considered was 2000-21,000. The incidence angle that produces a maximum in Strouhal

number was attributed to the onset of flow re-attachment to the side face of the cylinder.

The differences in the Strouhal numbers between the present study and that of Chen

and Liu [27] should be attributed to the difference in Reynolds number.

The Strouhal number variation with incidence angle is on one hand related to an

increase in the projected dimension of the cylinder with respect to the incoming flow.

More fundamentally, the vortex shedding frequency is influenced by the width between

the two shear layers on each side of the cylinder and the incoming free stream velocity.

The increase in the incidence angle leads to an increase in the distance between the two
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shear layers. Therefore, an increase in the incidence angle results in reduced interaction

between the two shear layers and a drop in the Strouhal number. This explanation is

applicable for angles beyond 22.5o. It is also possible that the separating shear layer on

one side has a different vortex roll up distance compared to the neighboring vortex in

the opposite shear layer, leading to a strong interaction between the two and therefore

an increase in the Strouhal number. Thus, a maximum seen at 22.5o incidence angle is

due to the competing effects of an increased projected dimension and a shorter vortex

roll-up distance.

The effect of orientation on vortex shedding frequency has been explained in the

following manner by Gerrard [45]. The distance of the separation point to the position

of vortex center changes with cylinder orientation. The shear layer is thicker at the

position of vortex formation. A growing vortex continues to be fed by circulation from

the shear layer until it becomes strong enough to draw the other shear layer across the

wake. The approach of sufficiently strong vorticity of opposite signs cuts off further

supply of circulation to the vortex, which then ceases to increase in strength. Changing

the cylinder orientation changes the strength of the shear layer and it takes a longer

time for a sufficient concentration of vorticity to be carried across the wake to initiate

shedding. At higher orientation angle, the vortices on each side are sufficiently apart for

the change in the individual vortex strength to be of importance.

The above explanations do not include the influence of three dimensionality of the

near-wake on the spanwise vortices and hence the Strouhal number.

5.1.2 Drag coefficient

Figure 5.2 shows the effect of cylinder orientation on drag coefficient for two aspect ratios.

The figure shows that drag is a minimum at 22.5o when compared to other angles. The

same result is seen for the high Reynolds number data as well (Obasaju [122], Dutta

et al. [33]). The magnitude of drag coefficient is higher at the lower aspect ratio (AR

= 16) when compared to the higher (AR = 28). This trend is opposite to that of the

Strouhal number, where the Strouhal number for the higher aspect ratio is higher. A

higher Strouhal number is an indication of the positive interaction between the opposed

shear layers that feed the fluid to the growing vortex and cause early shedding. This

increased interaction between the opposite shear layer also leads to weakening of the

wake by increased mixing and therefore a reduction in the drag coefficient.

The influence of aspect ratio on Strouhal number and drag coefficient can be ex-
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Figure 5.1: Variation of Strouhal number with cylinder orientation for three aspect ratios
(AR= 16, 28 and 60) at Re=410.

plained in terms of the strength of the secondary flow along the length of the cylinder.

The secondary flow can be seen as a mechanism by which the overall pressure difference

across the cylinder (and hence CD) is reduced. Figure 5.2 shows that in the limit of

two dimensionality, a minimum in drag coefficient would be realized. Alternatively, the

strength of the secondary flow would be a maximum. Since interaction of shear layers is

predominantly a two dimensional phenomenon, secondary flow does not alter Strouhal

number and an asymptotic limit is reached for increasing aspect ratios. The present

data at low Reynolds numbers has been compared with the two dimensional simulation

of Sohankar et al. (1998).

The difference between present work and the numerical work by Sohankar et

al.(1998) can be attributed to the following factors:

1. The experimental results are based on mid-plane measurements, while the numer-

ical simulation is an average over all axial positions of the cylinder;
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2. Experimental data include confinement effects due the channel walls, while the

numerical simulation is purely two dimensional.

3. The approach flow in numerical simulation does not have superimposed fluctua-

tions, while in experiments, free stream turbulence of the incoming flow is neces-

sarily non-zero2.

Factors 1 and 2 indirectly confirm that the flow is three dimensional to a point where

the average properties of the flow field are influenced.
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Figure 5.2: Variation of time-averaged drag coefficient with cylinder orientation for two
aspect ratios (AR=16 and 28) at Re=410.

5.1.3 Time-averaged velocity field

The wake behind the square cylinder is unsteady for the range of Reynolds numbers

studied. Hence, it is not possible to compare instantaneous velocity vectors for various

2being of the order of 0.27% of the inflow velocity
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cylinder orientations. A collection of 200 PIV image pairs3 were averaged to generate a

time-averaged picture of the velocity field. The differences between averages with 100

images and 200 images were seen to be indistinguishable.

Figure 5.3 shows time-averaged velocity vectors for four cylinder orientations (0,

22.5, 30 and 45o). A Reynolds number of 410 has been considered. The x- and y-

coordinates have been normalized by the cylinder edge. The shaded contours are of

resultant velocity. The vectors very close to the cylinder are not completely resolved

owing to the interference effects. The wake region is however, clearly visible. Between

0 and 45o, there is an increase in the wake size, but the increase is not monotonic with

angle. The wake size corresponding to 22.5o is the smallest. The size of the stagnant

(dark zone) region is minimum for 22.5o cylinder orientation angle. It explains the

minimum in drag coefficient (Figure 5.2) at this angle .

Figures 5.4 and 5.5 present the time-averaged velocity profiles of the x- and y-

components of velocity from PIV images for four incidence angles (0, 22.5, 30 and 45o)

for Re=410 and 610 respectively. Velocity has been non-dimensionalized with that of the

incoming stream and x, y scales are non-dimensionalized with the cylinder edge. Com-

parison is presented for four downstream locations (x = 2, 4, 6, and 8). These streamwise

locations have been selected to include important regions of interest; namely the pre-

recirculation bubble (x=2), the core recirculation bubble (x=4,6) and post recirculation

region (x=8). Fluid particles are entrained from each side of the wake. Hence, both

positive and negative transverse velocities are seen above and below the mid-plane of

the cylinder. Figure 5.4 and 5.5 show that the transverse velocity is a stronger function

of cylinder orientation when compared to the streamwise component. A definite change

in velocity magnitude and symmetricity is found with change in cylinder orientations.

With an increase in the downstream distance, the x-component of the centerline veloc-

ity recovers towards the free-stream value, while the y-component velocity approaches

zero. The transverse velocity changes direction with downstream direction over the dis-

tance considered. This trend has also been observed in numerical simulation (Saha et

al. [147]). The change in direction is not monotonic and shows a strong dependence on

cylinder orientation. The v-velocity profile is asymmetric for 22.5 and 30o orientations.

Therefore, the local instability modes and their amplification rates are altered for these

orientations of the square cylinder leading to the appearance of additional harmonics in

the flow fluctuations (section 5.1.9). The asymmetric separation process for 22.5 and 30o

incidence angles are clear from the v-velocity profile when compared to the u-velocity. At

3300 image pairs for turbulence statistics
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the end of the recirculation bubble, the transverse velocity magnitude reduces, leading

to a slow but definite recovery of the streamwise velocity. The wake becomes broader

due to the entrainment of the fluid into the wake. In the near wake, the wake size in-

creases rapidly because of displacement by the two oppositely oriented eddies. In the

far downstream, the wake size reaches a limiting value since the eddies are weakened by

viscous dissipation and diffusion.

5.1.4 Time-averaged streamtraces

Figure 5.6 compares the time-averaged stream traces in the wake of the cylinder at

Reynolds numbers of 410 for four cylinder orientations. The stream traces are plotted at

the mid-plane (z = 0) of the cylinder. Two bubbles with opposed direction of circulation

form behind the cylinder. The overall size of the recirculation bubble shows strong

dependence on cylinder orientations.

The shape of recirculation bubbles in Figure 5.6 demonstrates that flow is asym-

metric when the orientation of the cylinder is 22.5 or 30o. The streamwise length of the

recirculation bubble is a maximum for 0o and a minimum occurs at 22.5o. These results

correlate with the time-averaged drag since a large wake and high drag occur jointly in

bluff body wakes. The separating streamlines on each side of the recirculation bubble

are oriented at an angle with respect to the mean flow, indicating greater interaction

between the two. The core location and transverse extent of the recirculation bubbles

are dependent on cylinder orientations. Figure 5.7 shows the time-averaged streamlines

for Reynolds number of 610. Greater asymmetry is observed in Figure 5.7 for symmetric

geometries (θ= 0o and 45o) compared to that in Figure 5.6. The streamlines in Fig-

ure 5.7 have probably not converged even after recording 200 image pairs. This may be

attributed to the greater unsteadiness at higher Reynolds number.

5.1.5 Time-averaged vorticity

Figures 5.8 and 5.9 show time-averaged spanwise vorticity contours (ωz) for four cylin-

der inclinations and Reynolds numbers of Re=410 and 610 respectively4. Vortices with

positive values of vorticity are shown with solid lines and negative-valued vortices are

shown with dotted lines. A contour of constant vorticity is loosely identified in the

following discussion as a vortex. Positive vortices have a counter-clockwise sense while

negative vortices are oriented clockwise. Vorticity has been calculated by differentiating

4It should be recalled that the axis of spanwise vorticity is parallel to the cylinder axis.
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the time-averaged velocity signal in spatial domain. Vorticity values as well as the coor-

dinates have been non dimensionalized with the incoming average velocity and cylinder

diameter. Strong vortices are seen to be clustered around the upstream cylinder corners

along the shear layers originate. Vorticity contours appear to be distorted very near the

cylinder edges due to the multiple reflections of the cylinder in the original PIV images.

Broadly speaking, oppositely oriented vortices of nearly equal strength are generated

from the cylinder corners. The spreading of vortices is symmetric and shows weak de-

pendence on cylinder orientation. The spreading of vortices in the streamwise direction,

however, shows a strong dependence on cylinder orientation, being a maximum at 45o

and a minimum at 22.5o. The spread of vorticity in the flow direction is a measure of

the distance over which the shear layers roll up.

The strength of the spanwise vorticity component is related to the reduction in

pressure at the base of the cylinder. The transport of vortices generated at the corners

of the cylinder is controlled by two opposing factors. One is the lower average pressure

within the wake. This is opposed by the growing wake size transverse to the main flow,

and thus a shift of the vortex center outwards. The latter comprises viscous diffusion

along with transport by the time-dependent transverse velocity. The second factor is

more significant at low Reynolds numbers, since viscous diffusion aids to momentum

transfer in the transverse direction, along with transport by the time-dependent trans-

verse velocity field.

5.1.6 Instantaneous vorticity

At intermediate Reynolds numbers of the present study, flow is characterized by stag-

gered array of vortices. In addition to spanwise vortices (ωz), secondary vortices are

also generated in the wake. Two types of secondary vortices are present in the three-

dimensional flow field, namely streamwise (ωx) and transverse vortices (ωy). Figure 5.10

shows a time sequence of instantaneous spanwise vortices at the mid-plane of the cylinder.

The figure reveals the alternating staggered nature of the vortex street, thus signifying

dominant periodicity in the flow. The wavelength of these vortices (in the flow direction)

is about 3 times cylinder size though not strictly a constant. Specifically, the near wake

wavelength is smaller as compared to the farwake. The distance over which the shear

layer rolls up is a strong function of cylinder orientation and minimum is seen at θ=30o.

The instantaneous transverse (ωy) vorticity contours are presented in Figure 5.11.

The vortices are plotted in the vertical mid-plane(y=0). The spanwise wavelength (λz)
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Figure 5.8: Time-averaged spanwise vorticity (ωz) for four cylinder orientations (θ= 0,
22.5, 30 and 45o), AR 28 and Re=410. Dashed lines show negative vorticity while solid
lines represent positive vorticity, ∆ωz = 0.5.

of these vortices is about unity. The vorticity contours give a clear indication of the

appearance of irregular finer-scales. Similar patterns of instantaneous vorticity were

observed by Saha et al. [153] and Sohankar et al. [140]. Figure 5.12 shows instantaneous

secondary vorticity contours (ωx) at a Reynolds number of 410. Vorticity contours

are plotted on the y-z plane at x = 4 from the cylinder axis. Vorticities of opposite
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Figure 5.9: Time-averaged spanwise vorticity (ωz) for four cylinder orientations (θ=0,
22.5, 30 and 45o), AR= 28 and Re=610. Dashed lines show negative vorticity while solid
lines represent positive vorticity, ∆ωz = 0.5.

orientation are spread along the cylinder axis for all angles. The appearance of secondary

vorticity component indicates improved mixing of the fluid in the wake; it is equivalent
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Figure 5.10: Instantaneous contours of spanwise vorticity (ωz) for four cylinder orienta-
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to raising the base pressure of the cylinder. Here, the z-component of velocity leads to

pressure equalization in the direction parallel to the cylinder axis. Hence, an increase

in the strength of the secondary vorticity can be linked to the possibility to the drag

reduction. A marginal increase in strength of secondary vortices is realized at orientations

other than zero. z-component of velocity leads to pressure equalization in the direction

parallel to the cylinder axis. Hence, as stated earlier, an increase in the strength of

the secondary vorticity can be linked to the possibility of drag reduction. A marginal

increase in strength of secondary vortices is realized at orientations other than zero.

5.1.7 Time-averaged velocity fluctuations

Figures 5.13 and 5.14 compare the total turbulence intensity fields (=
√
u′2 + v′2/U)at

different cylinder orientations for two Reynolds number Re=410 and 610 respectively5.

Velocity fluctuations play a major role in determining the fluctuating lift and drag forces,

the association being extendable to rms-values. As expected, the shear layers, being

regions of high velocity gradients, can be seen to be regions of high velocity fluctuations.

The streamwise growth of the shear layer shows up in the figure with broadening of the

high turbulent zones in the transverse direction. The turbulence intensity increases both

in the streamwise and transverse direction from the edge of the cylinder and midplane

of the cylinder axis respectively with a drop, after reaching a maximum value. The

maximum turbulence intensity zone is closer to the cylinder for 22.5o orientation angle

at Re=410 (Figures 5.13). The higher turbulence intensity can be correlated to greater

mixing and therefore reduction in drag at this orientation angle (Figure 5.2).

Figure 5.15 shows the streamwise variation of the turbulence intensity at the cylin-

der midplane (y = 0). The objective of this plot is to demonstrate differences in the

formation length of the vortices. Turbulence intensity increases in the streamwise direc-

tion, reaching a maximum value followed by slow decay. For orientations of 0 and 45o

the turbulence intensity peaks at a different streamwise location when compared to 22.5

and 30o. This is because at 22.5 and 30o, the flow field is asymmetric when compared

to the 0 and 45o angles. For the asymmetric flow field, the turbulence intensity grows

faster when compared to the symmetric wake. Figure 5.16 shows the development of

turbulence intensity along the cylinder centerline for Re=610. The turbulence intensity

reaches its maximum at a shorter distance , and decreases faster as well, when compared

to Re=410. The effect of cylinder orientation is only minor at this Reynolds number.

5The velocity fluctuations referred to in this section have been obtained from the PIV images.
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Figures 5.17 and 5.18 show time-averaged profiles of urms and vrms in the transverse

direction at three streamwise locations (x=2, 4 and 6) at Reynolds number of 410. Four

cylinder orientations have been considered. Profiles of urms show two peaks about the

center-plane for all orientations and all the three locations. However, the peak magnitude

vary with cylinder orientation. The vrms profile shows a strong dependence on cylinder
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Figure 5.13: Contour plot of turbulence intensity ((u2
rms + v2

rms)
0.5/U) in the wake of

a square cylinder at a Reynolds number of 410 for aspect ratio 28 and four cylinder
orientations.

orientation (Figure 5.18). The minimum in vrms is seen at 0o at x=2. The vrms profile

does not show dual peak as that of urms. The urms peak at both sides of the shear layer.

The y-location of maximum vrms velocity is different from that of urms velocity.

5.1.8 Recovery of centerline velocity

Centerline recovery of the streamwise and decay of the transverse velocity components

for various angles are compared in Figure 5.19. The transverse velocity has been plotted

along the flow direction at a particular offset location from cylinder centerline (y=1)6.

The u-velocity is zero on the cylinder surface and is negative (in the time-averaged sense)

6This is because the transverse velocity is close to zero on the centerline.
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Figure 5.14: Contour plot of turbulence intensity ((u2
rms + v2

rms)
0.5/U) in the wake of

a square cylinder at a Reynolds number of 610 for aspect ratio 28 and four cylinder
orientations.

up to certain downstream distance. Later, it increases with the x-coordinate and reaches

an asymptotic value. The centerline velocity reaches an asymptotic value in the range

of 0.6-0.65. The asymptotic limit of u-velocity is reached at a distance of around x =

7. The average centerline velocity is lower inside the recirculation zone, where the v-

velocity is high. The minimum in centerline velocity value occurs around the core of the

recirculation bubble. The streamwise location of v-velocity takes place at the end of the

recirculation bubble.

For centerline recovery of the velocity field, two factors play major role. One is

the wake size and the second is base pressure on the rear surface of the cylinder. With
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Figure 5.17: Time-averaged streamwise velocity fluctuation for three downstream loca-
tions (x=2, 4 and 6) and four cylinder orientations (θ=0, 22.5, 30 and 45o), Re=410
(AR=28).

downstream distance, the wake becomes broader due to the entrainment of the fluid while

the average pressure difference between the wake and the outer flow diminishes. Hence,

the pressure difference between the core of the wake and the external flow determines

the initial recovery. Downstream recovery in velocity depends on flow re-adjustment in

the form of the fluid drawn into the wake from the external flow. The first factor is a

strong function of cylinder orientation and aspect ratio. Hence the base region of the

cylinder carries these characteristics; at longer distances downstream, these factors are

less significant.

5.1.9 Power spectra

Spectra have been determined from a 2-wire hot-wire probe placed in the wake at a

slightly off-set location. This y-location captures shear layer instabilities in the near-
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Figure 5.18: Time-averaged transverse velocity fluctuation for three downstream loca-
tions (x=2, 4 and 6) and four cylinder orientations (θ=0, 22.5, 30 and 45o), Re=410
(AR=28).

wake. The far wake is less sensitive to the offset position of the probe. Between the

streamwise and transverse components of velocity, the spectra from u component is seen

to be noisy, though selected peaks are clearly visible. In the present analysis, spectra have

been calculated using transverse component of velocity at selected points on the wake of

the cylinder. The Fast Fourier Transform (FFT) algorithm has been used to calculate the

power spectra of the time series of the velocity. The number of data points for the present

study is 212 with a time step of 0.001 sec. This corresponds to a minimum frequency

0.244 Hz and maximum frequency of 1000 Hz with a frequency resolution of 0.244 Hz. All

calculations are carried out for at least 20 cycles of the dominant frequency components.

The measured power spectra have been non-dimensionalized by the total area under the

curve; thus the area under the curve is unity. Figure 5.20 shows the power spectra of v-

velocity in the near field (x=5) and the far field (x= 10 and 15). A clear spectral peak is

observed for all cylinder orientations and the peak locations do correspond to the vortex
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shedding frequency. In the near field region, additional peaks at higher frequencies are

seen though they disappear farther downstream (x=15). Additional peaks have also

been observed by Dutta et al. [33] at comparatively higher Reynolds numbers (> 1000).

Literature on low Reynolds number wakes shows the possibility of three dimensional

temporal structure even in nominally two dimensional geometries (Williamson [179]).

Thus it is likely that the energy cascade mechanism in the velocity fluctuations selectively

energizes a few harmonics and the flow regime does not become turbulent in the classical

sense. The appearance of these harmonics can be attributed to the nonlinear interaction

among the shed Kárman vortices due to flow asymmetry. In the far-field region (x=15)

the power spectra contain the fundamental; at higher frequencies, a negative slope of

-5/3 was to be seen, corresponding to the inertial sub-range of fully developed turbulent

flows.

5.1.10 Kinetic energy budget

There are similarities in laminar and turbulent wakes in the near field, since both are

dominated by large scale structures, though the latter has fine-grained eddies as well. For

these reasons, the kinetic energy of velocity fluctuations can be thought of as equivalent

to that of turbulence. Against this background, the contributions of each terms of the

turbulent kinetic energy equation have been examined. Here, a simplification being

pursued is that the flow field is stationary in the near as well as far fields, in both

laminar and turbulent contexts7. The kinetic energy budget quantities i.e. production,

diffusion and dissipation along the streamwise direction at the cylinder centerline and

an offset location (y=0.5) have been presented in Figure 5.21. These three quantities

of the kinetic energy budget are strong function of cylinder orientation. All these three

budget quantities are stronger in the near field region compared to the far field region.

Among the three quantities, diffusion is most sensitive to cylinder orientation. The

level of asymmetry in the maximum magnitude of diffusion is dependent on the cylinder

orientation angle. The sign of diffusion reverses between the near field and far field

region. The diffusion contribution is maximum for 22.5o among all cylinder orientations.

The higher value of diffusion for 22.5o cylinder orientation is likely to be responsible for

greater mixing at the immediate downstream of the cylinder and hence reduced drag

at 22.5o cylinder orientation angle. As the wake evolves with distance, it approaches

equilibrium in the sense that production and dissipation terms become close to each

7Transitions and unsteady three dimensionality indicate departure from stationary behavior, but
these factors are ignored for the present discussion.
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other.

The turbulent budget quantities at an offset location (y=0.5) has been shown in

Figure 5.21(b). The turbulent production profile shows dual peak i.e. a smaller peak in

the near field region and a larger peak at a later streamwise location. The first peak is

possibly due to the larger shear at the downstream cylinder corner and the second peak is

because of the vortex shedding. The x-location of the turbulent production peak moves

towards the cylinder with increase in cylinder orientation angle. In general the turbulent

production has wider distribution for cylinder oriented to the mean flow compared to

the zero orientation.

Figure 5.22 shows the contour plot of the production of turbulent kinetic energy of

fluctuating velocities. The contour line shows that production of kinetic energy is most

significant along the shear layer. It is in this location that energy from the time-mean flow

is passed on to the fluctuating components by the mechanism of shear. The turbulent

production contours shows greatest asymmetry i.e. the relative size in the transverse

direction (y) of the opposite shear layer are different at 22.5o cylinder orientation. This

indicates greater interaction between the opposite shear layer i.e. better mixing in the

wake. Figure 5.23 shows the contours of viscous dissipation of the kinetic energy of

velocity fluctuations. Dissipation in the near wake is a very small in comparison to

production. Dissipation leads to loss of turbulent kinetic energy and coincides with sites

of large diffusion. The nature of dissipation contours is clearly a function of orientation

angle. The asymmetry in the turbulent dissipation contours increases with cylinder

orientation. Figure 5.24 shows the contours of the diffusion contribution. The shear

layers on each side of the centerline are regions with a significant presence of diffusion.

The turbulent diffusion contours move towards the cylinder due to cylinder orientation.

5.1.11 Flow visualization

Particle traces for different cylinder orientations (0, 22.5, 30 and 45o) are shown in

Figure 5.25. The interest here is in examining the possibility of shear layer re-attachment

over the cylinder surface and the distance over which the separated shear layer rolls up.

To examine these effects, the camera was held at a small inclination (' 3o) with respect

to the cylinder axis. The images shown are instantaneous records. For angles of 0 and

45o, flow separation is from the upstream corners of the cylinder. The separated shear

layers diverge in the streamwise direction and the possibility of shear layer re-attachment

is absent. At other angles (22.5 and 30o), flow separation is asymmetric, with the shear
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(normalized by B/U3) at y=0 and 0.5 for four cylinder orientations (θ=0, 22.5, 30 and
45o), Re=410. (a) centerline and (b) offset location (y=0.5)
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layer from one side diverging away from the cylinder mid-plane. At the other side, the

shear layer leaving a corner remains close to the cylinder surface that acts as an after-

body. There are two asymmetric recirculation zones behind the two downstream edges
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of the cylinder. The shear layers do not allow an abrupt change in the slope of the path

lines. It is hence to be concluded that experiments do not show re-attachment followed

by separation at the second corner.
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The distance over which the shear layers roll up is a measure of the time taken

for instability to set in, and hence inversely to Strouhal number. For 0 and 45o, the

shear layers on each side of the cylinder roll up over similar distances, and a well-defined
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Strouhal number is obtained. At other orientations, the shear layers on each side are

markedly different, and two vortex shedding frequencies are realized. It is also possible

that the vortex shedding frequency corresponding to the vortex that rolls up over a

shorter distance drives the unsteadiness in the wake. In this context, a single Strouhal

number is once again realized. At other angles, the Strouhal number is determined

by the vortex that rolls up over a shorter distance (though modulated by the second

longer shear layer). This point has been clarified from the power spectra discussed in

Section 5.1.9.

The flow visualization images of Figure 5.25 also explain the reduction in drag

coefficient at certain angles. The drag coefficient is expected to increase continuously

with angle due to increased blockage of flow. Simultaneously, the relatively longer shear

layer formed at angles other than 0 and 45o results in asymmetry of the wake, larger

transverse velocities, better mixing and hence a higher base pressure. The distance

between the vortices contained in the opposed shear layers (Figure 5.25) confirm this

expectation. Thus, at an intermediate angle (22.5o in the present study), a minimum in

drag coefficient is realized. Figure 5.26 shows the flow visualization pictures behind the

square cylinder in the x-z plane at different cylinder orientations for an aspect ratio of

28. The objective is to show the spanwise variation and hence the three dimensionality

of flow behind the square cylinder. Mushroom type vortical pairs are seen in the visual-

ization images. These structures are similar to those of Mode B seen behind a circular

cylinder (Williamson [173]). However, these structures are comparatively irregular in

the spanwise plane for the present study possibly due to a higher Reynolds number. The

three dimensional vortex structures appear at streamwise x-locations that depend on

the cylinder orientation. Three dimensionality shows up very close to the cylinder for

an orientation equal to 22.5o. The early appearance of three dimensionality may also be

correlated to the minimum drag at this orientation. There is no spanwise variation in

the onset of three dimensional flow structures for any of the cylinder orientations. This

indicates parallel vortex shedding behind the square cylinder. The x-location at which

three dimensionality first appears is related to the evolution of streamwise turbulent

intensity. As discussed in the previous section, turbulence intensity peaks earlier at a

cylinder angle of 22.5o, correlating with three dimensionality and flow unsteadiness.
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0o 22.5o

30o 45o

Figure 5.25: Near wake instantaneous particle traces behind the square cylinder for
different orientations at Re=410, AR=28.
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0o 22.5o

30o 45o

Figure 5.26: Spanwise near-field particle traces in the x− z plane at y= 0.5 behind the
square cylinder at different cylinder orientations at Re=410: AR=28.

5.1.12 Closure

A detailed study of the effect of cylinder orientation on flow parameters and flow struc-

tures is reported in the present section. Two Reynolds number (Re=410 and 610) and

four cylinder orientations (θ=0, 22.5, 30 and 45o) for an aspect ratio of 28 are considered.

All flow characteristic parameters are seen to be affected by the cylinder orientation. A

minimum in drag coefficient occurs at 22.5o cylinder orientation. At this orientation

the Strouhal number is a maximum. For orientations other than 0 and 45o, the wake is
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asymmetric. The v-velocity profile clearly brings out the wake asymmetry. The roll up of

the shorter shear layer governs wake unsteadiness and hence Strouhal number. The loss

of symmetry of the wake increases the transverse velocity, increases the base pressure

and lowers the drag. This factor is counter-balanced by an increase in blockage itself,

but the minimum in the drag coefficient at an orientation of 22.5o reveals that the former

has overall stronger influence at small cylinder angles. Stronger three dimensionality of

the flow field at this angle additionally contributes to higher base pressure and lower

drag.

5.2 Effect of Aspect Ratio

The present section considers the effect of aspect ratio on flow parameters and flow

structures. Two aspect ratios, namely AR=16 and 28 have been considered. For a

circular cylinder, the wave number of instability increases from about 4 diameters at

onset to a level of about 6.7 diameters at higher Reynolds numbers (Re>300). The aspect

ratio effects the influence of wall vortices on the development of the wake structures and

three dimensionality. It is also important to know the influence of cylinder orientation

as a function of aspect ratio. The detailed flow characteristics as a function of aspect

ratio have been presented in the following sections.

5.2.1 Drag coefficient and Strouhal number

Figure 5.27 compares the present drag coefficient results with numerical simulation of

Sohankar et al. [141]. The 3-plane average is lower than the mid-plane value, indicating

that drag decreases along the length of the cylinder on each side of the mid-plane. The

effect of aspect ratio on drag coefficient for different cylinder orientations is shown in

Figure 5.2. A minimum in drag coefficient is observed at 22.5o for both aspect ratios.

The magnitude of drag coefficient is higher at the lower aspect ratio (AR = 16) compared

to the higher (AR = 28). This trend is opposite to that of the Strouhal number (Figure

5.1), where the Strouhal number at the higher aspect ratio is also higher. A higher

Strouhal number is an indication of the positive interaction between the opposed shear

layers that feed the fluid to the growing vortex and cause early shedding. This increased

interaction between the opposite shear layer also leads to weakening of the wake by

increased mixing and therefore a reduction in the drag coefficient. The influence of aspect

ratio on Strouhal number and drag coefficient can be partly explained in terms of the
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strength of the secondary flow along the length of the cylinder. The secondary flow can

be seen as a mechanism by which the overall pressure difference across the cylinder (and

hence CD) is reduced. Figure 5.2 shows that, for increasing aspect ratio, there would be a

continuous reduction in the drag coefficient. Alternatively, the strength of the secondary

flow would be a maximum. The corresponding trends in Strouhal number is expected

to be different. Since interaction of shear layers is predominantly a two dimensional

phenomenon, secondary flow does not alter Strouhal number and an asymptotic limit

is reached for increasing aspect ratios. The Strouhal number increases with increasing

aspect ratio (from 16 to 28) for all angles (Figure 5.1). The Strouhal number increases

again from 0.124 to 0.145 for an increase in aspect ratio from 16 to 28 at 0o orientation.

There is, however, only a small difference in Strouhal number between AR = 28 to 60.

Norberg [112] observed a jump in the Strouhal number from about 0.14 to 0.16 for a

circular cylinder at an aspect ratio equal to 30. Lee and Budwig [86] observed a similar

behavior of Strouhal number with respect to aspect ratio for a circular cylinder with

a maximum in Strouhal number attained at about AR = 35. For subsequent increase

in aspect ratio, no change in the Strouhal number value was observed. Among these

studies, the differences in the Strouhal number realized and the critical aspect ratio8

can be attributed to the differences in Reynolds number and the geometry of the bluff

body. Overall, it can be concluded that the qualitative effect of aspect ratio on Strouhal

number is similar for circular and square cylinders.

5.2.2 Time-averaged streamtraces

Figure 5.28 compares the time-averaged stream traces drawn in the wake of the square

cylinder at a Reynolds number of 410. Two aspect ratios (16 and 28) have been con-

sidered. The size of the recirculation bubble in the streamwise as well as the transverse

direction is greater for the low aspect ratio cylinder compared to the high. This result

is seen at all cylinder orientations. The larger recirculation bubble at the lower aspect

ratio indicates greater formation length of the vortex compared to the high aspect ratio

cylinder. Similarly, the wake width is comparatively smaller for the high aspect ratio

cylinder compared to that of the lower aspect ratio. The smaller recirculation bubble

size and wake width for the high aspect ratio cylinder relates to the corresponding lower

drag coefficient value in Figure 5.2. Figure 5.29 shows streamline patterns for a Reynolds

number of 610. Among the four angles, the recirculation length is a minimum at 22.5o

at AR=16. The higher aspect ratio (AR=28) stream traces have been shown earlier in

8at which an asymptotic value of St is reached
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Figure 5.27: Variation of drag coefficient with incidence angle. The data of the present
study is for the average of three planes along the cylinder length. The numerical simu-
lation of Sohankar et al. (1998) reports an average over the cylinder length. (AR=16)

Figure 5.7. Two recirculation bubbles of opposite sense are seen for all angles. As in

the experiment with Re=410, the streamlines show asymmetry for angles of 22.5 and

30o. The extend of asymmetry is diminished at the higher Reynolds number. Contrast

to Figure 5.7, definite recirculation patterns are observed in Figure 5.29. This indicate

that the strength of unsteadiness is lower at lower aspect ratio and therefore converged

recirculation bubble patterns is evident in Figure 5.29. The overall size of the recircula-

tion bubble is higher at AR=16 for higher Reynolds number (Re=610). Similar trend is

observed at lower Reynolds number i.e. Re=410.

The recirculation bubbles of Figure 5.28 demonstrate that flow is asymmetric when

the orientation of the cylinder is 22.5 or 30o. The separating streamlines on each side of

the recirculation bubble are oriented at an angle with respect to the mean flow, indicating

greater interaction between the two. The core location and transverse extent of the

recirculation bubbles are different for these cylinder orientations. The effect is clearly

evident for the higher aspect ratio when compared to the lower. A joint examination of

Figure 5.2 and Figure 5.28 shows the following:
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Figure 5.28: Time-averaged streamline contours in the wake of a square cylinder at
Re=410; Influence of cylinder orientation. First row, AR=16 and second row, AR=28.

1. At a lower aspect ratio, the size of the recirculation bubble is higher and the drag

coefficient9 is also higher.

2. At a higher aspect ratio, the size of the recirculation bubble is lower and the drag

coefficient is also lower.

5.2.3 Time-averaged velocity

Profiles of time-averaged u and v-velocity are compared in Figure 5.30 for four incidence

angles (0, 22.5, 30 and 45o) and two aspect ratios (AR = 16 and 28). The comparison

is presented for four downstream locations (x = 2, 4, 6, and 8). Figure 5.30 shows

9the present discussion being restricted to the mid-plane
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Figure 5.29: Time-averaged streamline contours in the wake of a square cylinder at
Re=610. AR=16
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that the u- and v-velocity profiles have a strong dependence on aspect ratio. For the

streamwise velocity, recovery is much faster for the higher aspect ratio cylinder when

compared to the lower. When the aspect ratio is high, the initial recovery of streamwise

velocity is faster when compared to the low aspect ratio. This is related to the size of the

recirculation bubble in the streamwise direction and its position on the x-z mid-plane.

The u-velocity profile at 22.5o orientation shows minimal velocity deficit compared to

other cylinder angles for aspect ratio AR=16. For AR=28, there is not much change in

u-velocity at downstream location x=8 but the wake width is smaller at 22.5o which is

responsible for minimum in drag coefficient at this angle. This trend is in conformity

with the lowest drag coefficient seen at this orientation (Figure 5.2). The streamwise

velocity profile for the low aspect ratio cylinder continues to develop till the location

of x=8. In contrast, the streamwise velocity profile at the high aspect ratio attain a

self-similar profile at x=8 for the 22.5 and 30o orientations.

Both positive and negative transverse velocities are seen above and below the mid-

plane of the cylinder. Thus, fluid particles are entrained from each side into the wake.

Compared to the streamwise velocity, the transverse v-velocity shows greater variation

with respect to the incidence angle and aspect ratio. At x =2, the v-velocity profile

shows similar variation for all incidence angles at AR = 16. This is because, x = 2

is a location well within the recirculation bubble for this aspect ratio and cylinder ori-

entations. In contrast, the v-velocity profile shows significant variation as a function of

incidence angle for the high aspect cylinder (AR = 28). This is because x=2 is a location

upstream of the recirculation bubble at 0o and downstream of the recirculation bubble

at 22.5o (Figure 5.30). Therefore, on an average, the direction of v-velocity at 22.5o is

opposite to that of 0o. Similarly, the v-velocity at x=6 shows an opposite trend when

compared to x=2 for AR = 16. Immediately upstream of the core of the recirculation

bubble, the v-velocity profile shows dual peaks at the x = 4 location for all incidence

angles and AR = 16. Similar dual peaks are observed at x=2 and θ = 45o for the high

aspect ratio cylinder (AR = 28). This is due to the rapid change in streamwise velocity

near the core location. The v-velocity profile is asymmetric for 22.5 and 30o orientations.

Therefore, the local instability modes and their amplification rates are altered for these

orientations of the square cylinder leading to the appearance of additional harmonics

in the flow fluctuations. These are shown in the previous section 5.1.9 in the form of

power spectra. These modes are not as clearly evident at a low aspect ratio (AR=16)

due to an early influence of three dimensionality (Figure 5.51). The asymmetric sep-

aration process for 22.5 and 30o incidence angles are clear from the v-velocity profile

when compared to the u-velocity. At the end of the recirculation bubble, the transverse
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velocity magnitudes reduce, leading to a slow but definite recovery of the streamwise

velocity. Figure 5.31 shows time-averaged velocity vectors for four cylinder orientations

at AR=16. A Reynolds number of 410 has been considered. Comparing with velocity

vectors for the higher aspect ratio (AR=28) in Figure 5.3, a distinct change in wake

size and recirculation bubble is observed10 The wake region is clearly visible. Between 0

and 45o, there is an increase in wake size, but the increase is not monotonic with angle.

The larger wake size for lower aspect ratio is evident in Figure 5.31 from the relative

magnitude of the velocity. The influence of aspect ratio is also seen to be different on the

cylinder orientation i.e. significant effect is observed for 0o orientation angle compared

to other orientation angle due to change is aspect ratio.

5.2.4 Time-averaged vorticity

Figures 5.32 and 5.33 show contours of time averaged spanwise vorticity (ωz) for an as-

pect ratio of 16 at Re=410 and 610 respectively. When compared to vorticity contours

at the larger aspect ratio (Figure 5.8 and 5.9) the spreading in streamwise and transverse

direction is seen to be higher at the lower aspect ratio. The transverse spread of the vor-

tices generated at the corners of the cylinder determines the wake size and is controlled

by two opposing factors. First is the lower average pressure within the wake. This is

balanced by momentum transport normal to the main flow direction. The latter com-

prises viscous diffusion along with transport by the time-dependent transverse velocity.

These factors lead to a smaller recirculation bubble for the higher aspect ratio cylinder.

In a two dimensional context, the peak in the spanwise vorticity component correlates

with the minimum in pressure in the near wake, and hence the drag coefficient. Based

on Figure 5.2, higher spanwise vorticity is then to be expected for the lower aspect ratio

cylinder. Figure 5.8 and Figure 5.32, however, show that vorticity magnitudes are quite

similar at both aspect ratios. A possible explanation is the stronger three dimensional-

ity of the flow field at the smaller aspect ratio, that in turns equalizes pressure in the

spanwise direction and lowers peak spanwise vorticity values.

5.2.5 Power spectra

Figure 5.34 compares power spectra between aspect ratios of 16 and 28 at a downstream

location of x=5. The shedding frequency is lower for AR=16 when compared to 28. It

10As discussed earlier, velocity vectors very close to the cylinder are not completely resolved owing to
interference effects.
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Figure 5.30: Time-averaged normalized u and v velocity profiles at four downstream
locations (x= 2, 4, 6 and 8) for two aspect ratios (16 (top) and 28 (bottom)) and four
cylinder orientations (0, 22.5, 30 and 45o) at Re=410.
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is according to the Strouhal number trend seen in Figure 5.1. The peak at the vortex

shedding frequency is sharper for the high aspect ratio cylinder. The diminished strength

at the low aspect ratio is due to a greater quasi-periodicity and jitter in the shedding

pattern. The slope of the spectra in the inertial subrange is smaller for the high aspect

ratio cylinder compared to the low11 indicating an alternative route of energy transfer

to dissipation.

In the near field region, a second peak is seen for AR=28 at all incidence angles

equal to 22.5 and 30o. The appearance of these harmonics can be attributed to the non-

linear interaction between the Kárman vortices due to flow asymmetry at these angles.

The structures of vortices, seen in the flow visualization pictures are different for low and

high aspect ratio cylinders and support the additional harmonics of the power spectra.

The separation distances between two consecutive shed vortices are different for the two

aspect ratios. This result translates into differing frequency contents in the high aspect

ratio experiment. The power spectra for higher aspect ratio is less noisy when compared

to that of the lower aspect ratio in both near and far field regions. The spectra in the

inertial subrange have a higher slope (closer to -5/3) for the lower aspect ratio. This

is due to an early approach to three dimensionality of the flow field, and hence equilib-

rium. The complete set of spectra for the low aspect ratio cylinder is now presented.

Figure 5.35, 5.36, 5.37, 5.38, 5.39, 5.40, 5.41 and 5.42 show the power spectra from both

u and v-velocity for four cylinder orientations. Spectra based on u and v- velocities

are shown, while two Reynolds numbers are considered. For all angles, power spectra

based on v velocity show dominant peaks at all downstream locations. The peaks in

the u-spectra diminish with downstream distance. All spectra follow nearly the 5
3

law in

inertial sub-range, a result commonly observed for fully developed turbulent flow. The

negative 5
3

line is shown in the graphs for comparison.

5.2.6 Velocity fluctuations

Figure 5.43 shows the total turbulence intensity field at different cylinder orientations

and an aspect ratio of 16. The streamwise growth of the shear layer shows up in the

figure with broadening of the high turbulence zones in the transverse direction. The

turbulence intensity is higher for the larger aspect ratio cylinder (Figure 5.13) when

compared to the low. A greater wall effect along with early onset of three dimensionality

for the low aspect ratio cylinder is responsible for damping the turbulent fluctuations. In

11both being smaller than negative 5/3
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Figure 5.34: Power spectra comparison of v-velocity for two aspect ratios, AR=16 (left)
and AR=28 (right) at x=5, y=1.2 and Re=410.
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Figure 5.36: Power spectra based on v-component of velocity at x=5, 10 and 15 and
y=1.2 for two Reynolds number (Re=410 and 610), AR=16 and Angle= 0o.
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Figure 5.37: Power spectra based on u-component of velocity at x=5, 10 and 15 and
y=1.2 for two Reynolds number (Re=410 and 610), AR=16 and Angle= 22.5o.

Angle= 22.5o

Re = 410
v_spectra

Frequency (Hz)

Po
we

r

100 300

10-2

10-1

x=5

100 300

10-2

x=15

100 300

10-2

x=10

Angle= 22.5o

Re = 610
v_spectra

100 300 500

0.05

0.15

0.25
x=15

Frequency 9Hz)

Po
we

r

100 300 500

0.05

0.15

0.25 x=5

100 300 500

0.05

0.15

0.25
x=10

Figure 5.38: Power spectra based on v-component of velocity at x=5, 10 and 15 and
y=1.2 for two Reynolds number (Re=410 and 610), AR=16 and Angle= 22.5o.
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Figure 5.39: Power spectra based on u-component of velocity at x=5, 10 and 15 and
y=1.2 for two Reynolds number (Re=410 and 610), AR=16 and Angle= 30o.
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Figure 5.40: Power spectra based on v-component of velocity at x=5, 10 and 15 and
y=1.2 for two Reynolds number (Re=410 and 610), AR=16 and Angle= 30o.

addition, the turbulence production is higher for the large aspect ratio cylinder. This is

because the smaller recirculation bubble leads to a higher velocity gradient in the shear

layer. The consequence of these base flow patterns is of interest. Figure 5.43 shows that

turbulence intensity increases both in the streamwise and transverse direction from the

edge of the cylinder and midplane of the cylinder axis respectively with a subsequent drop

after reaching a maximum value. The maximum turbulence intensity zone is located at a

farther streamwise location for the low aspect ratio when compared to the high. This is

in accordance with larger size of the recirculation bubble for the low aspect ratio cylinder

(Figure 5.43).

Figure 5.44 compares the streamwise variation of the resultant velocity fluctuations

at the central midplane (y = 0) for aspect ratios of 16 and 28 and various cylinder
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Figure 5.41: Power spectra based on u-component of velocity at x=5, 10 and 15 and
y=1.2 for two Reynolds number (Re=410 and 610), AR=16 and Angle= 45o.
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Figure 5.42: Power spectra based on v-component of velocity at x=5, 10 and 15 and
y=1.2 for two Reynolds number (Re=410 and 610), AR=16 and Angle= 45o.

orientations. The objective of this plot is to demonstrate differences in the formation

length of the vortices. For both aspect ratios (AR=16 and 28), the turbulence intensity

increases in the streamwise direction, reaches a maximum value and is followed by slow

decay. The maximum turbulence intensity appears at a farther streamwise location for

the lower aspect ratio cylinder when compared to the higher. No significant difference

in the turbulence intensity between different incidence angles is observed in the near

field region (x < 2) of the low aspect ratio cylinder. This is possibly due to an early

appearance of three dimensionality in the base flow. However, the maximum turbulent

intensity continues to be observed slightly earlier for the asymmetric cases of 22.5 and

30o when compared to the symmetric (0 and 45 o). Figure 5.45 shows the decay in RMS

values of u and v-velocities for two aspect ratios and four cylinder angles. The decay in

the RMS value of the u-component is faster for AR=28 when compared to AR=16. The
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Figure 5.43: Contour plot of turbulence intensity ((u2
rms + v2

rms)
0.5/U) in the wake of

a square cylinder at a Reynolds number of 410 for aspect ratio 16 and four cylinder
orientations.

magnitude of the RMS value of the v component is higher for AR=28 when compared

to AR=16. Figure 5.46 shows the urms profiles for two Reynolds numbers at three

downstream locations (x=5, 10 and 15). The profiles show some asymmetry for θ=22.5o

and 30o in the near field region. Figure 5.47 shows the vrms variation along downstream

locations for Re=410 and 610. The vrms profile shows the extent to which vrms in the

transverse direction is higher when compared to urms. Figure 5.48 shows the time-

averaged turbulent shear stress distribution for two Reynolds number, namely 410 and

610. In both cases, the double-peaked curve shows that turbulence production is related

to the shear layers emerging from the corners of the cylinder. A monotonic reduction of

turbulence levels in the streamwise direction is characteristic of high Reynolds number

wakes, as well.
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direction at AR=16 (top) and 28 (bottom), Re=410 from the hotwire measurements.

5.2.7 Recirculation length

The length of the recirculation region of the time-averaged flow field is presented in Ta-

ble 5.1 for two Reynolds numbers (Re=410 and 610). Two aspect ratio and four cylinder

orientations are considered. The recirculation length is defined here as the distance of the

separating shear layer from the base of the cylinder to the re-attachment point along the

wake centerline. It practically coincides with the location where the (time-averaged) cen-

terline velocity changes its sign. At Re=410 the minimum recirculation length is found

to occur at an angle of 22.5o. It correlates with the minimum drag coefficient realized

for this angle. The recirculation length for AR=28 is smaller when compared to AR=16,
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Figure 5.46: Time-averaged streamwise velocity fluctuations for three downstream lo-
cations (x=5, 10 and 15) and four cylinder orientations (θ=0, 22.5, 30 and 45o), (a)
Re=410 and (b) Re=610. AR=16.
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Figure 5.47: Time-averaged transverse velocity fluctuations for three downstream lo-
cations (x=5, 10 and 15) and four cylinder orientations (θ=0, 22.5, 30 and 45o), (a)
Re=410 and (b) Re=610. AR=16.
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Figure 5.48: Time-averaged turbulent shear stress for three downstream locations (x=5,
10 and 15) and four cylinder orientations (θ=0, 22.5, 30 and 45o), (a) Re=410 and
(b)Re=610. AR=16.
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at all cylinder angles and Reynolds numbers. The corresponding drag coefficients were

similarly related, being smaller for the higher aspect ratio cylinder. As previously dis-

cussed, this result is attributed to stronger three dimensionality12 in the high aspect

ratio experiments. At Re=610, similar effect of aspect ratio as that at re=410.

Table 5.1: Recirculation length for two aspect ratios (AR=16 and 28) at different cylinder
orientations for Re=410 and 610.

Re=410 Re=610
Angle 16 28 16 28
0 4.99 3.90 5.30 2.47
22.5 4.94 2.46 4.47 2.48
30 5.05 2.87 4.95 2.82
45 5.14 3.31 5.04 2.99

5.2.8 Centerline recovery

Figure 5.49 shows the recovery of centerline velocity along the downstream direction

at AR=16. Various cylinder orientations and two Reynolds number (Re=410 and 610)

have been considered. Compared to AR=28 (Figure 5.19) the recovery at AR=16 is

slower, for both streamwise and transverse velocities. The streamwise velocity along the

centerline reaches an asymptotic value in the range of 0.6-0.65. The asymptotic value of

u-velocity is reached at around x=15 and x=7 respectively for the low and high aspect

ratios. This is in accordance with the larger recirculation bubble for the low aspect

ratio. The maximum negative value attained by the streamwise velocity is higher for

AR=16 compared to AR=28. Similarly, the magnitude of the largest transverse velocity

is higher for the low aspect ratio cylinder. The average centerline velocity is lower inside

the recirculation zone, where the v-velocity is high. The minimum in centerline velocity

value occurs around the core of the recirculation bubble. The streamwise location where

the v-velocity attains a minimum occurs at the end of the recirculation bubble.

5.2.9 Flow visualization

Figure 5.50 shows the particle traces in the near-wake of the cylinder. The aspect ratio is

16 and four different cylinder orientations are considered. As seen in the high aspect ratio

12at the intermediate Reynolds number studied
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Figure 5.49: Centerline recovery of u and v- velocity at AR=16, (a) Re=410 and (b)Re=
610.

images of Figure 5.25, the shear layer separates at the leading corners of the cylinder,

followed by divergence in the streamwise direction. The possibility of shear layer re-

attachment is thus absent for both aspect ratios. In addition, the PIV-visualization

images are quite similar to the smoke visualization photographs of Dutta et al. [33].

These were recorded close to the cylinder at high Reynolds numbers. The effect of aspect

ratio on Strouhal number and drag coefficient (Figures 5.1, 5.2) is also explained from the

flow visualization pictures of Figure 5.50. The separation between the vortices contained
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in the opposed shear layers is lower for a higher aspect ratio (AR=28) compared to lower

aspect ratio (AR=16). Thus the interaction between the alternating vortices is lower for

the lower aspect ratio cylinder, leading to a reduction in Strouhal number and increase in

drag coefficient. Figure 5.51 shows flow visualization pictures behind the square cylinder

in the x-z plane at different cylinder orientations for an aspect ratio of 16. The objective

here is to show the spanwise variation in the flow field and hence the three dimensionality

of flow above the square cylinder. They are to be compared with the high aspect ratio

images given in Figure 5.26. Three dimensionality appears closer to the surface of the

cylinder at AR=16 when compared to AR=28. For a large aspect ratio (AR=28), the

three dimensional vortex structures appear at streamwise x-locations that depend on the

cylinder orientation. Three dimensionality shows up very close to the cylinder only for an

orientation of 22.5o. The early appearance of three dimensionality may also be correlated

to the minimum drag at this orientation. The x-location at which three dimensionality

appears is also related to the evolution of streamwise turbulent intensity. As discussed in

Section 5.2.6, turbulence intensity peaks earlier at a cylinder angle of 22.5o. There is no

spanwise variation in the onset of 3-D flow structures for any of the cylinder orientations.

This indicates parallel vortex shedding behind the square cylinder. For the low aspect

ratio cylinder, (AR=16), three dimensionality appears closer to the cylinder; in addition

this location is insensitive to the cylinder orientation.

5.2.10 Closure

The effect of aspect ratio on wake patterns has been discussed. The aspect ratio has been

set equal to 16 and 28 for detailed study. Results have been obtained for two Reynolds

number (Re=410 and 610) and four cylinder orientations (θ=0, 22.5, 30 and 45o). The

following conclusions have emerged from the study. Drag coefficient and Strouhal num-

ber are seen to be strong function of aspect ratio for the range of Reynolds number

studied. Strouhal number increases with increase in aspect ratio and drag coefficient

decreases with an increase in aspect ratio. For both aspect ratios, a minimum in drag

coefficient is found at 22.5o. For this orientation, Strouhal number is a maximum. The

centerline recovery of streamwise velocity is faster for the high aspect ratio (AR=28)

when compared to low aspect ratio (AR=16). The size of the recirculation bubble is

lower at the higher aspect ratio (AR=28) and explain the above observation. The vi-

sualization pictures show that the separation distance between the alternating Kárman

vortices are function of both aspect ratio and cylinder orientation. The multiple modes

in the power spectra indicate the modification of vortex shedding process and appear-

ance of secondary vortical structure. From secondary flow visualization images it is seen
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Figure 5.50: Near wake particle traces of the instantaneous flow field at different cylinder
orientations, AR=16, Re=410.
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Figure 5.51: Near field particle traces in the spanwise x− z-plane at y=0.5 at different
cylinder orientations, Re=410 and AR=16.

that the flow three dimensionality is stronger for AR=16 compared to that AR=28.

5.3 Effect of Reynolds Number

In present section, the effect of Reynolds number on the flow structure is discussed.

The intermediate range of Reynolds number (Re=100-600) is considered. The aspect
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Figure 5.52: Drag coefficient as a function of cylinder orientation and Reynolds number
for AR=16.

ratio has been set to 16, 28 and 60. Below Re=100, flow resembles that as a circular

cylinder. The increase in Reynolds number leads to modification of flow instabilities and

there interactions. When the square cylinder is inclined with respect to the mean flow,

only one pair of corners contribute to flow separation. Hence, the cylinder orientations

display a weak dependence on the separation process due to increase in Reynolds number.

However, the size of the turbulent structures and the broadening of the power spectra

are dependent on the diffusion and dissipation mechanism in the wake. These are clearly

sensitive to Reynolds number, particularly when Re is towards the lower end of the scale.
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5.3.1 Drag coefficient and Strouhal number

In the previous section 5.1.2 it is seen that drag coefficient is sensitive to cylinder orien-

tation. But it is less sensitive to Reynolds number due to separation points being fixed

to the upstream corners of the cylinder. However it depends on inlet flow condition,

blockage, and aspect ratio. Figure 5.52 shows the effect of Reynolds number on the drag

coefficient. The effect of Reynolds number on drag coefficient at these Reynolds numbers

is less significant. The trend of drag coefficient is similar from this study with that of

the literature (Dutta et al. [33]) at higher Reynolds number. Figure 5.53 compares the

Strouhal number variation with Reynolds number at different cylinder orientation with

that of Dutta et al. [33]. Two aspect ratio (AR=16 and 60) at different Reynolds number

have been studied. The Strouhal number is less sensitive to Reynolds number at these

range.

5.3.2 Time-averaged velocity profiles

Figure 5.54 shows the time-averaged streamwise and transverse components velocity

profiles for three Reynolds number (Re=165, 495 and 595) at three downstream positions

(x= 2, 4 and 6). The streamwise velocity is negative (particularly near the centerline) at

x=2 for these Reynolds numbers. The recovery of velocity towards a positive asymptotic

value is directly related to the wake-width, that in turn depends on the entrainment at

the edge of the wake. Figure 5.54 broadly shows no difference in the wake-width for

changing Reynolds number. The recovery rates at different Reynolds numbers are thus

identical. At an axial location x=4, the wake width varies with Reynolds number. The

wake width initially decreases with increase in Reynolds number at Re=495 possibly

due to entrainment from the outer flow. With further increase in Reynolds number to

595, the wake width increases as the entrainment decreases. With further increase in

axial location (x=6) the wake width further increases. The time-averaged transverse

component of velocity is a measure of fluid entrainment. The entrained fluid mass

from either side of the wake can cross the centerline of the wake. Thus, positive and

negative transverse velocities on each side of the centerline are possible. The entrainment

mechanism into the wake is due to oppositely oriented spanwise vortices generated by

the separating shear layer. The resulting motion takes the fluid inwards, closer to the

wake centerline. A maximum in transverse velocity is seen to occur at x=4 for all three

Reynolds numbers.



168 Flow Past a Stationary Square Cylinder

0.11

0.12

0.14

0.15

0.16

Re= 1340
4990
9980

AR= 16

Dutta et al. (2003)

angle, deg
0 10 20 30 40 50

0.11

0.12

0.13

0.14

Re= 360
415
550

AR= 16

S
tro

uh
al

nu
m

be
r

0.11

0.13

0.15

0.17

Re= 240

500
345

AR= 60

Figure 5.53: Strouhal number as a function of cylinder orientation, Reynolds number
and aspect ratio.

5.3.3 Stream traces

Figure 5.55 shows the time-averaged stream traces in the wake for three Reynolds num-

bers. The stream traces are plotted at the midplane of the cylinder. Two symmetric

bubbles of opposite sense are formed. A distinct change in recirculation bubble length is

to be found for increasing Reynolds number. The length of recirculation is about 3 units

for Re= 165 and 595 and about 4 units for Re=495. The base pressure is dependent

on recirculation length and hence the drag coefficient. Higher the base pressure lower

the drag coefficient. The streamlines converge towards the cylinder centerline indicating

that fluid from the outer flow enters into the wake and thus compensates for mass deficit
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Figure 5.55: Average streamlines as a function of Reynolds number. AR=28 and θ=0o.

in the wake.

5.3.4 Time-averaged vorticity contours

The spanwise time-averaged vorticity contours for three Reynolds number (Re=165, 495

and 595) are shown in Figure 5.56. These contours reveal the formation of separated

shear layers from each side of the cylinder. The separated shear layer extends to a larger

distance for Re=495 compared to the other two Reynolds numbers. The elongation

is partly due to an increase in momentum diffusion for three dimensional flow. The

interaction between primary and secondary vortices also plays a role in vortex formation

length.

5.3.5 Velocity fluctuations

Figure 5.57 shows profiles of streamwise velocity fluctuations for three Reynolds number

(Re= 165, 495 and 595) and three locations (x=2, 4 and 6). The urms values show dual

peak indicating the higher turbulent production in the opposite shear layer. The fluctu-

ations is higher for higher Reynolds number. This is understandable because the strain

rates of primary vortices is enhanced at higher values of Re. The width of the zone of

velocity fluctuations increases with downstream distance. The strength of fluctuations

also decreases as one moves to downstream locations. The differences in the maximum

fluctuation level at different streamwise locations with change in Reynolds number in-
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Figure 5.56: Time-averaged spanwise (ωz) vorticity contours as a function of Reynolds
number. AR=28 and θ=0o.

dicate the influence of Reynolds number on turbulent kinetic energy budget quantities.

The higher level of fluctuations at the higher Reynolds number can be explained as

follows: The primary vortices of opposite sign come closer to each other near the wake

centerline and interact more intensely compared to the situation when they are apart.

The interaction of these coherent structures is governed by tearing and pairing of vortices.

They produce newer structures at other scales. As a result of the complex interactions

the amplitude of velocity fluctuations increases. At this Reynolds numbers two rows of

vortices of opposite sign are shed from both sides of the cylinder. These vortices travel

parallel to the wake centerline. Consequently, twin peaks in the transverse velocity

fluctuations compare to the two shear layers are to be seen at all the three Reynolds

numbers studied. Figure 5.58 shows the vrms velocity profiles at three Reynolds number

and three streamwise locations. Similar to the urms velocity profile, the vrms velocity is

higher at higher Reynolds number. However, contrary to the urms velocity no dual peak

is observed for the vrms velocity profile. The vrms maximum magnitude increases in the

streamwise direction i.e. from x=2 to x=4 and subsequently reduces. This observation

is in accordance with the velocity variation in Figure 5.54. The fluctuation of v-velocity

attains peak at different x-location compare to that of u-velocity.

Figure 5.59 shows the spatial distribution of streamwise (top) and transverse (bot-

tom) velocity fluctuations for three Reynolds numbers. For all the three Reynolds num-
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Figure 5.57: Variation of streamwise velocity fluctuations (urms) for three Reynolds
number at different locations: x= 2, 4 and 6. AR=28 and θ= 0o.

bers, a symmetric double peak of urms is seen about the wake centerline. The fluctuating

field gets stronger with an increase in Reynolds number; these are to be seen in the mag-

nitudes of the plotted contours. At a higher Reynolds number, a greater number of

contours concentrate around the peak value. This behavior is seen in both streamwise

as well as transverse component of velocity. The contour shapes match quite well with

the two and three dimensional numerical simulation of Saha [147]. The fluctuating com-

ponent of forces depend on the fluctuating velocity components since they affect the

base pressure distribution on the cylinder surface. The downstream spreading of the

fluctuating field affects the pressure variation on the suction side of the cylinder.

Figure 5.60 shows the variation of the fluctuating velocity urms (normalized) along
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the wake centerline (y=0) for three different Reynolds number. The vortex formation

length, defined as the distance at which urms is the highest shows a strong dependence

on Reynolds number. The vortex formation length (lvf) are 2.0, 2.8 and 2.4 for these

Reynolds numbers (Re=165, 495 and 595). The corresponding peaks in urms/U are 0.17,

0.22 and 0.32 respectively. The peak values clearly increase with Reynolds number.

5.3.6 Centerline recovery

Figure 5.61 shows the evolution of the time-averaged streamwise component of velocity

as a function of Reynolds number. The cylinder orientation corresponds to one of zero
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Figure 5.59: Comparison of urms (top) and vrms (bottom) velocity contours for three
different Reynolds number. AR=28 and θ=0o.

angle. The recovery rates for each Reynolds number are practically identical except at

Re= 97 and 300. For Re=97 the recovery rate is slower and it reaches an asymptotic value

over a larger distance. At Re=300 the recovery rate is rapid and reaches an asymptotic

value at x=4. For other Reynolds number the streamwise velocity reaches its asymptotic

value at around x= 6. The asymptotic center-line velocity falls in the range of 0.62-0.68.

The recirculation length is seen to vary with Reynolds number and is a maximum at

Re=90. The initial recovery depends on the extent of pressure difference between the

core of the wake and the external flow. Thus, rapid recovery can be correlated to the

higher drag13.

13though this effect is only marginal in the drag coefficient data of Section 5.3.1.
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5.3.7 Instantaneous vorticity field

Figure 5.62 shows selected instantaneous vorticity contours at three Reynolds numbers

and three time instants. Positive vorticity corresponds to clockwise rotation and is

indicated by solid lines whereas the negative spanwise vorticity corresponds to counter-

clockwise rotation and is indicated by dashed lines. As expected the vortices are shed

in an alternating sequence. The peak value of the vorticity decreases with downstream

distance, a trend that can be attributed to vorticity diffusion. The distance between two

alternate shedding vortex decreases with increase in Reynolds number. The two alter-

nate vortices comes close to the cylinder centerline with increase in Reynolds number.

The pattern becomes more symmetric about the cylinder centerline. With an increase in

Reynolds number, small scale vortices embedded in large scale structure start to appear

in the wake. The small scale structures decay faster owing to the viscosity of the fluid.
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Figure 5.61: Centerline recovery of flow past a square cylinder at 0o cylinder orientation
at different Reynolds number. AR=28.

5.3.8 Power spectra

Power spectra were calculated from signals of 20 seconds length that were collected at a

sampling rate of 1000 Hz. The corresponding minimum and maximum frequencies that

resolved were 0.05 Hz and 500 Hz respectively. The voltage signal was first converted

to a velocity signal using calibration data and the transverse component used for the

calculations of the spectra. In the present study, it was observed that the transverse

velocity signal (as opposed to the streamwise velocity component) was less noisy in

terms of sporadic high frequency harmonics. Hotwire signals were mainly collected in

the nearwake (x=5), at an offset of 1.2B from the cylinder centerline. The FFT algorithm

was used to calculate the power spectra of the time series.

Figure 5.63 shows the power spectra for different Reynolds numbers at a location

of x = 5 and y = 1. Two aspect ratios have been considered. The spectra is based

on the v-component of velocity. A dominant peak is seen in all the spectra indicating

clear vortex shedding for all Reynolds number. However the spectra has a broadband

behavior with an increase in Reynolds number for both aspect ratios. The nature of

broadband spectra is, however, different for these two aspect ratios. For AR=16 the

number of harmonics is greater, while it is a narrow band for AR=28, centered around

the dominant peak of vortex shedding. The broadband nature indicates that flow is
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quasi-periodic at a higher Reynolds number.

For a lower Reynolds number, vortices are alternately shed. The vortices on each

side of the line of symmetry are of equal strength and are responsible for an enhanced

signal. At a higher Reynolds number, flow unsteadiness results in varying strengths

of vortices on each side, leading to aperiodic vortex shedding and hence a broadened

spectrum. At higher Reynolds numbers, vortex dislocation and diffusion phenomena

play an important role in broadening the spectra.This effect is more pronounced at the

lower aspect ratio due to greater three dimensionality.

5.3.9 Autocorrelation function

The autocorrelation function A(T ) is a useful tool to measure of the predictability of

fluid flows. Here, T indicates time lag. The autocorrelation function is a measure of the

maximum time for which the fluid is correlated with itself. For organized fluid motion,

the correlation function is finite for a longer time duration. For a periodic signal, A(T )

is a periodic function, whereas, for a white noise signal A(T ) is identically zero (except

for zero time lag). For chaotic signals, the autocorrelation function tends to zero after

some time T > Tc, where Tc is a measure of the time during which the motion can be

predicted using appropriate initial conditions. The autocorrelation function is defined

as

A(T ) =
v(t)v(t+ T )

v(t)2
(5.1)

Here overbar denotes the ensemble average of the product of the instantaneous signals

v(t) and its time shifted form v(t+ T ). This average can be calculated as

v(t)v(t+ T ) = lim
T→∞

1

Tp

∫ Tp

0

v(t)v(t+ T )dt

In practice it is evaluated by successively using Fourier transforms (Castro, 1990). Typ-

ical transverse velocity signals, their power spectra and the respective autocorrelation

functions are shown in Figure 5.64. At Reynolds number of 135, the wake is periodic

with one dominant frequency. The auto correlation function also truly periodic. The

magnitude of autocorrelation function decreases with increase in Reynolds number as

seen from the Figure 5.64.
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Figure 5.64: Velocity signal (top), power spectra (middle) and autocorrelation function
(bottom) for three Reynolds number (Re=135, 165, 295) in the wake of a square cylinder.

5.3.9.1 Poincaré section

This is a qualitative analysis tool that allows one to visualize the unpredictable nature

of chaotic flow. Poincaré section systematically reduces the phase space dimensionality.

This is accomplished by converting a continuous time evolution into a discrete mapping.

The reduced attractor is two-dimensional and is not identical to the original attractor.

It however preserves the topological properties of the original attractor from which it

has been generated (Bergé et. al., 1986).

In the present study the Poincaré section has been constructed from the time series

of velocity by sampling the signal stroboscopically at a particular frequency. A vector
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series is defined whose components are [v(t), v(t + τ), v(t + 2τ), ..........v(t+ (m− 1)τ)].

The time delay, τ and the dimension m need to be properly selected for convergence of

solution. In the present work the time series had a length of 214 to 215 points with a time

step of 0.001. With the above state vector the trajectory of phase space is constructed

with the variables v(ts), v(ts + τ), ts. The Poincaré section is then determined by the

successive points of intersection between the trajectory and a plane perpendicular to the

axis at equal interval of time Ts = Tk/4, where Tk is the fundamental time period of the

system corresponding to the dominant frequency.

Figure 5.65 shows the Poincaré sections corresponding to Reynolds number in the

range 110 − 610. The periodic solution at Reynolds number Re=110 and 155 shows a

well organized closed curve. The phase space at higher Reynolds number are densely

spaced due to additional frequencies. At Re=610 the organized behavior of the Poincaré

section breaks down and shows signs of the flow entering the chaotic regime.

5.3.9.2 Lyapunov exponents

The Lyapunov exponent (λi) measures the long time-average exponential growth or decay

of a infinitesimal perturbations to a phase space trajectory. In operational term these

exponents measure the divergence of two neighboring states on the time axis and hence

the sensitivity of the system to initial condition. The number of Lyapunov exponent

equals the number of independent phase-space dimension. Negative Lyapunov exponent

correspond to decay of perturbations towards the attractor. On the other hand, positive

hand the positive Lyapunov exponents imply exponential growth of any infinitesimal

perturbations on the attractor leading to the chaotic state. An attractor having one

positive Lyapunov exponent is termed as a ”strange” or chaotic attractor.

Different algorithms have been developed to calculate Lyapunov exponents. In the

present study the algorithm proposed by Wolf et al. (1985) has been implemented to

calculate the largest positive Lyapunov exponent from the time series data. Extensive

trials with different embedding dimensions were carried out to find the one reliable for

the calculation of the Lyapunov exponent.

Figure 5.66 shows the time variation of the Lyapunov exponents at Reynolds num-

bers 110-610. The number of points used in the time series for each of the Reynolds

number is 20000. A zero or negative value value is obtained for non-chaotic attractor.

The zero or negative Lyapunov exponent indicates the exponential decay towards the

attractor of the trajectories on the phase space when small changes on the initial condi-
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Figure 5.65: Poincaré section of the transverse velocity component at different Reynolds
number. The closed orbit at Re=110 and 155 signifies periodic wake whereas the total
spreading at a Reynolds number of 610 shows the chaotic nature of flow.

tion occurs. This is seen upto Re=310 from the plot. At Re=610 the Lyapunov value

becomes positive which implies flow becomes chaotic.

5.3.10 Flow visualization

The investigation of vortex shedding is important as it is directly related to unsteady

forces, structural vibration and turbulent mixing. Figure 5.67 shows the particle traces

recorded over a range of Reynolds number (90-285). A Kárman vortex street can be

clearly observed over the Reynolds number range. From the images it is observed that

greater interaction between alternating vortices starts to appear after Re=110. This is

probably responsible for multiple peaks in the power spectra. This observation is also
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Figure 5.66: Temporal variation of largest Lyapunov exponent λ.

reported by other authors (Saha et al. [153], Luo et al. [88]). From the images it is also

observed that multiple folding of eddies takes place and each eddy is interconnected with

each other. Gerrard [45] referred to this pattern as ”fingers”. At higher Reynolds number

small scale vortices start appearing within the large scale vortex structure indicating

transition to three dimensionality.

5.3.11 Closure

Effect of Reynolds number have been consider in this section. Drag coefficient and

Strouhal number shows little dependency on Reynolds number. However the flow struc-

ture shows a strong effect on Reynolds number. The Fluctuation level has gone high with

increase in Reynolds number. The flow Visualization images shows the effect of Reynolds

number clearly. Flow become three dimensional as Reynolds number increases. Power
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Figure 5.67: Streamwise particle traces from a square cylinder at 0o cylinder orientation
at different Reynolds numbers. AR=28.
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spectra also shows that flow become quasi-periodic as Reynolds number increases. Mul-

tiple peaks appearing in the spectra which implies energy is shared by other harmonic

other than dominant peak frequency. The streamwise velocity fluctuation along cylinder

centerline become almost double over the Reynolds number range (Re=165 to 595). The

time dependent analysis shows that flow becomes chaotic at Reynolds number of 610.

5.4 Summary

The wake characteristics behind a square cylinder have been studied using PIV, hotwire

anemometry and flow visualization. The effect of cylinder orientation with respect to

mean flow, effect of aspect ratio and effect of Reynolds number on the wake structure

have been investigated. The important observations from this study can be summarized

as follows:

(1) Strouhal number and drag coefficient are functions of cylinder orientation.

Strouhal number shows an opposite trend with respect to the cylinder orientation com-

pared to that of drag coefficient, i.e. Strouhal is a maximum while the drag coefficient

is a minimum at 22.5o cylinder orientation.

(2) Both Strouhal number and drag coefficient are sensitive to aspect ratio. At

higher aspect ratios, the effect of the wall is insignificant. The increase in aspect ratio

leads to an increase in Strouhal number and decrease in drag coefficient. The opposite

trend for Strouhal number and drag coefficient shows the different roles played by the

wake structure on these mean flow behaviour.

(3) Two recirculating bubbles at each side of the central plane of the cylinder

are evident in the near field region from the time-averaged stream traces. The size of

these recirculation bubbles is a function of cylinder orientation and aspect ratio. The

recirculation bubble size is the smallest for 22.5o cylinder orientation among all the

cylinder orientations considered. Similarly, the recirculation zone size is lower for the

higher aspect ratio. The smaller recirculation bubble size is an indication of greater

wake mixing leading to reduction in the wake deficit and hence lower drag. The velocity

magnitude in the immediate downstream of the cylinder confirms the above explanation.

The asymmetry of the wake indicates an asymmetric separation process due to cylinder

orientation.

(4) The vorticity values (ωx, ωy and ωz) show the contribution of vortical structures.

The average vorticity (ωz) field is more concentrated in the immediate neighborhood of
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the cylinder at 22.5o cylinder orientation. The concentrated contours also move close to

the cylinder for the higher aspect ratio. The increased vorticity in the near field region

of the cylinder is an indication of greater vortical activity leading to increased mixing

and reduction in drag coefficient.

(5) The turbulence intensity plot shows different magnitudes as a function of

Reynolds number, aspect ratio and cylinder orientation. The average turbulence in-

tensity is higher at higher aspect ratio. The role played by end conditions or three

dimensionality in suppressing the turbulence production at lower aspect ratio is thus

revealed. The distribution of the location of turbulence intensity peak in the streamwise

direction is an indication of the vortex formation length and correlates with the lower

drag at 22.5o cylinder orientation. The turbulence intensity peak also moves towards the

cylinder with an increase in Reynolds number.

(6) The flow visualization images in the streamwise direction show vortical struc-

tures and their relative location with respect to each other. The transverse separation is

an indication of the interaction between the neighboring vortices of the opposite shear

layers. The streamwise separation is an indication of the interaction between the alter-

nate vortices. The role of secondary structures is also evident. The visualization in the

spanwise plane indicates the extent of three dimensionality in the flow. The three di-

mensionality is higher at the lower aspect ratio. Similarly, three dimensionality appears

early for the 22.5o cylinder orientation angle. The appearance of secondary structures

are confirmed from the power spectra of the v-velocity fluctuation.

(7) The terms in the kinetic energy budget show their sensitivity to cylinder orien-

tation. The production and diffusion of turbulent kinetic energy in the near field region

is a maximum for 22.5o cylinder orientation and can be attributed to the lower drag

values at this orientation.



Chapter 6

Flow past a Square Cylinder at Zero
Incidence: Effect of Forced
Oscillations

Introduction

Flow past a square cylinder that is oscillated in the streamwise direction is investigated

experimentally using PIV and HWA. The interest here is towards active control of the

flow field that is likely to result in drag reduction; additionally, the dynamics of the

flow phenomena for an oscillating square cylinder at intermediate Reynolds numbers is

also of interest. Previous studies have focussed on circular cylinder oscillations. For a

circular cylinder, a phase switching mechanism has been observed in the lock-on range.

This is absent for a square cylinder, as demonstrated by Ongoren and Rockwell [119]

from their flow visualization images. A possible explanation is that the afterbody plays

a significant role in creating the phase jump1. Compared to free oscillations, forced

oscillation helps in regularizing and idealizing every aspect of vortex induced oscillations.

The forced oscillation, leads to almost repeatable wake states. Thus, the flow field can

be manipulated according to the desired objectives.

Cylinder oscillation provides a coupling between the flow field and the body and

usually leads to large correlation length, in the sense that two spatially distinct points

maintain a time-independent phase relationship (Blackburn and Henderson [19]). The

wake formation is dominated by an absolute instability and there is a close relation

between the vortex formation process and the dynamics of the near-wake Kárman vortex

street (Cetiner and Rockwell [28]). The basic difference between forced oscillation and

1An afterbody refers to the shape of the object beyond the point of separation.
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free oscillation is as follows. For forced oscillation, the fluid motion is coupled to the

body motion and not vice-versa; in free oscillation, the fluid-structure coupling can occur

in both directions. The body motion can control the instability mechanism and vortex

shedding. Hence, the flow generated by vortex shedding around a vibrating body can

have very significant differences from that of a stationary cylinder. The oscillation can be

either transverse or inline to the mean flow direction. In the case of inline oscillations,

locked-on or quasi-locked states arise for the forcing frequency required is double the

vortex shedding frequency (Griffin and Hall [53]). In transverse oscillations, locked states

occur close to the shedding frequency.

The term lock-on is often used to convey the following idea. The body motion

is synchronized with the cycle of vortex shedding. Thus, each vortex is shed when the

cylinder is at its mean position in a cycle of oscillation. Two vortices are shed for

one complete cycle of cylinder movement. From the view-point of the near-wake, the

unsteadiness at lock-on resembles that of a stationary cylinder. For forcing frequencies

below that of lock-on, one can expect the shedding frequency to be dominant. At much

higher forcing frequencies, the wake is to be expected to contain the signature of the

cylinder movement.

The vortex formation in the near-wake determines the wake structure and the forces

on the cylinder. Shedding may be symmetric or asymmetric depending on the forcing

frequency. The pattern of vortex formation and the associated in-line and transverse

force component depend on the Keulegan- Carpenter number2 (KC = 2πA/B) and the

reduced velocity (Vr = U/fB), where A is the amplitude of oscillation, B is the cylinder

diameter, and f , the forcing frequency.

For a cylinder at zero angle of incidence, the time-averaged flow field is symmetric

about the x-z plane (the plane that carries the cylinder axis). Symmetry of this type

breaks down for an oscillating cylinder. This is because the edge (on either side of

the symmetry plane) shedding a vortex and moving in the streamwise direction would

produce a longer shear layer. In contrast, an edge shedding a vortex but moving in a

direction opposed to the main flow would produce a shorter shear layer3. Consequently,

the time-averaged flow field will reveal an asymmetry in the time-averaged streamline

patterns. Asymmetry is expected to be small when the cylinder frequency is close to the

vortex shedding frequency. Since a higher amount of energy pumped into the fluid will

disturb symmetric interactions, asymmetry is expected to increase with the amplitude

2The Keulegan-Carpenter number is also referred to in the literature as Carpenter number.
3distances being measured from the mean position of the cylinder.
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of oscillation.

The present chapter reports results for a square cylinder with forced oscillations

for a reduced velocity (Vr = U/fB) range 3 to 15 and a Carpenter number KC < 2.

Two Reynolds numbers (Re= 170 and 355) and various amplitudes of oscillation and

frequency have been considered. The frequency of oscillations is varied near the vortex

shedding frequency (f/fo =0.5, 1 and 2) and amplitude (A/B) varied from 0.05 to 0.3

taking into account the threshold value of amplitude of oscillation for lock-on (namely

A/B=0.05 (Griffin et al. [48]).

The detailed study on effect of oscillation has been investigated with respect to the

following parameter:

(a) Effect of forcing frequency

(b) Effect of forcing amplitude

(c) Effect of aspect ratio

6.1 Effect of Forcing Frequency

In this section, the effect of forcing frequency on the flow field at a fixed amplitude

(A/B = 0.1) is presented. The amplitude level is well above the threshold (A/B=0.05)

at which lock-on occurs for in-line oscillations (Griffin [51]). Two Reynolds numbers

(Re=170 and 355) have been considered. Flow field has been characterized in terms of

drag coefficient, Strouhal number, time-averaged velocity field, RMS velocity fluctua-

tions, centerline recovery, vorticity contours, streamline pattern, power spectra and flow

visualization.

6.1.1 Drag coefficient and Strouhal number

Drag coefficient has been calculated from the time-averaged velocity profile at a down-

stream location of x = 15 using the momentum balance approach. The total (instan-

taneous) inline force of an oscillating cylinder has an extra term known as added mass.

This term comes into existence when there is an acceleration of the body. The added

mass contribution to the instantaneous force can be positive or negative depending on the

relative direction of body motion with respect to the mean flow. Added mass depends on

the type of motion of the body and the fluid, the proximity of other bodies and time. In
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unsteady flows, drag is neither equal to its steady state value nor is the added mass equal

to its inviscid value (Sarpkaya, 2004). Sarpkaya (1978) has demonstrated experimentally

that the added mass coefficient decreases rapidly with increasing reduced velocity (Vr),

becomes nearly equal to unity at perfect synchronization, and then becomes negative as

(Vr) increases further. In the present study, the quantity reported is the time-averaged

drag coefficient and the added mass contribution is not included4.

Table 6.1 presents the drag coefficient measured at various frequencies of oscillation

from the time-averaged mean velocity profile. The amplitude of oscillation is kept con-

stant in these experiments at A/B=0.1. Drag coefficients have been calculated for two

Reynolds numbers. The magnitude of Cd decreases with increase in forcing frequency

for both lower and higher Reynolds number (Re=170 and 355). These results have been

explained against fluid flow measurements in the later sections.

Table 6.1: Drag coefficient as a function of forcing frequency.

f/fo Re=170 Re=355
0 1.48 1.41
0.5 1.13 0.78
1.0 0.68 0.83
2.0 1.05 0.58

Table 6.2 presents the Strouhal number data as a function of frequency of oscil-

lation at two Reynolds numbers. Strouhal number has been calculated based on the

dominant peak in the spectrum. No significant change in Strouhal number as a function

of forcing frequency is observed, although the overall value increases with an increase in

Reynolds number. This indicates no lock-on between the cylinder oscillation with the

vortex shedding and the vortex shedding frequency is still the dominant mode. However,

the oscillation at other frequencies modifies the wake structures leading to reduction in

momentum deficit i.e. drag coefficient at higher excitation frequency.

6.1.2 Velocity field

The time-averaged velocity vectors for various oscillation frequencies are shown in Fig-

ures 6.1 and 6.2 for two Reynolds number (Re=170, 355). Both x and y-axes have been

4Added mass being proportional to fluid density, once can expect it to be small in air, but large in
water.
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Table 6.2: Strouhal number as a function of forcing frequency.

f/fo Re=170 Re=355
0 0.138 0.154
0.5 0.135 0.151
1.0 0.135 0.151
2.0 0.138 0.154

nondimensionalised with the cylinder height. The shaded contours are of resultant veloc-

ity. The near field velocity vectors are seen to be affected by the forcing frequency. The

zone of velocity deficit reduces due to the cylinder oscillations. The overall shape of the

flooded velocity contours is similar at all the cases except at Re=170 and f/fo=2.0. For

this condition the drag value has shown marginal increase corresponding to fundamental

excitation (Table 6.1). The cylinder continually accelerates and decelerates during its

motion in the fluid. The flow entrainment is influenced by the cylinder oscillations which

in turn is responsible for a reduction in the recirculation zone size. The shape and size of

the flooded velocity contours demonstrates the size of the recirculation zone as a function

of excitation frequency. The recirculation zone width reduces with increase in forcing

frequency. The effect of excitation on the velocity vector distribution is dependent on

the Reynolds number. The near wake structure behind a bluff body is influenced by the

overall vortex formation and shedding processes and determines the magnitude of the

mean and fluctuating forces on the body. Hence, the velocity vectors reveal the effect of

oscillation on both instantaneous and time-averaged forces acting on the cylinder.

Figures 6.3 and 6.4 show the time-averaged u and v- velocity profiles respectively

at three x locations (=2, 5 and 10) for Re=170. Both components of velocity have

been normalized with the average incoming velocity. The centerline velocity deficit is a

minimum at a forcing frequency equal to twice the shedding frequency. The u- velocity

at this frequency shows a double-humped profile at x=10. All other u-velocity profiles

are U -shaped, as is common for a stationary cylinder in an infinite medium. A simple

explanation can be given for the shape realized. When pure Kárman type vortex street is

formed for a cylinder that is unforced or subjected to low frequency oscillations, vortices

remain on the same side of the wake in which they are shed from the body. The induced

velocity at y=0 from this arrangement of vortices is in the upstream direction (negative

x direction), which contributes to the centerline velocity defect and produces a U -shaped

profile. However, when the centres of vortices cross the wake centerline, (also seen in the

instantaneous vorticity contours Figure 6.21) the induced velocity is in the downstream
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Figure 6.1: Time-averaged non dimensional velocity vectors at various frequencies of
oscillation, amplitude ratio (A/B)=0.1, Re=170. The flooded contours represent the
absolute velocity magnitude.

direction (positive x direction). Consequently, the induced velocity from a fully formed

vortex at y = 0 in the downstream direction produces two local maxima of the double-

humped profile.

The effect of forcing frequency on the flow field is not significant for the sub-

harmonic excitation (f/fo=0.5). A strong effect of forcing frequency in the near wake is

realized at f/fo= 1 and 2. The v-velocity is also affected significantly at these forcing
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Figure 6.2: Time-averaged non dimensional velocity vectors at various frequencies of
oscillation, Re=355 and amplitude of oscillation (A/B)=0.1. The flooded contours rep-
resent the absolute velocity magnitude.

frequencies, Figure 6.4. The magnitude of v-velocity increases with increase in the oscil-

lation frequencies and is highest at f/fo=2.0. The increase in v-velocity indicates greater

interaction between the vortices of opposite shear layer. This has been confirmed from

the instantaneous vorticity plots and visualization images shown in later Sections. The

centerline recovery of the streamwise velocity component is faster at these frequencies, as

also seen in Figure 6.19. For an excitation frequency, f/fo=2.0, the development of the
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v-velocity is slower in the downstream locations. Figures 6.5 and 6.6 respectively show

the u and v- velocity distribution at a higher Reynolds number (Re=355). The u-velocity

profile does not show any significant difference at Re=355 compared to Re=170. The

v-velocity profiles at higher Reynolds number show higher value compared to the lower

Reynolds number indicating the greater interaction between neighboring vortices in the

opposite shear layer. The recirculation bubble size in streamwise (x) direction has been

Table 6.3: Recirculation length as a function of forcing frequency.

f/fo Re=170 Re=355
0 2.80 2.50
0.5 3.20 2.17
1.0 1.50 1.97
2.0 0.50 1.50

shown in Table 6.3 for different excitation frequency with fixed amplitude (A/B=0.1).

The recirculation length shows marginal increase at sub-harmonic excitation (f/fo=0.5)

at Re=170. The continuous drop in the recirculation bubble size confirms the lower drag

observed with increase in excitation frequency (see table 6.1).

6.1.3 Time-averaged vorticity contours

Figures 6.7 and 6.8 shows the time-averaged spanwise vorticity (ωz) contours for various

frequency ratios (f/fo=0, 0.5, 1.0 and 2.0) at a constant amplitude of oscillation (A/B =

0.1). Data for two Reynolds numbers (Re=170 and 355) have been presented. Vortices

are subjected to strain fields imposed by the near field vortices. They diffuse and are

swept across the wake, while being dissipated by viscosity. With an increase in frequency,

the vortices move closer to the cylinder and thus get concentrated in the near-wake. The

maximum strength of the vortices, as measured by the vorticity magnitude does not

change very much with frequency of oscillation. Vorticity concentration in the near

field region has also been observed in the context of circular cylinder oscillations (Gu

et al. [49]). The concentration of maximum vorticity zone in the near field region for

the forcing frequency, f/fo=2.0 confirms to the relative drop in recirculation zone size in

Figures 6.1 and 6.2. A comparison of Figures 6.7 with 6.8 indicate no systematic variation

of the maximum vorticity zone with increase in Reynolds number, though the peak

vorticity is understandably higher. To a first approximation, one can surmise that the
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Figure 6.3: Time-averaged u-velocity profiles at various frequencies of oscillation
(f/fo=0, 0.5, 1.0 and 2.0) and three downstream locations (x=2, 5 and 10), Re=170,
A/B=0.1.

effects of Reynolds number and frequency on the wake are independent5. Additionally,

the convective speed of vortices leaving the cylinder (that determines Strouhal number)

seem to be invariant with respect to frequency, though a function of Reynolds number.

The effect of forced oscillations on flow symmetry is marginal, as seen from vorticity

contours. The sizes of two oppositely oriented vortices are similar to each other, though

not equal for the frequencies considered.

5specifically, the instability characteristics
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6.1.4 Time-averaged streamlines

Figures 6.9 and 6.10 show the streamline contours from the time-averaged velocity vec-

tors at the mid-span of the cylinder6 for Re=170 and 355 respectively. The streamline

patterns show that with an increase in excitation frequency, the size of the recirculation

bubble reduces. This result has been observed for a circular cylinder by other authors,

notably Konstantinidis et al. [77]. Zdravkovich [194] pointed out that wakes of a cylin-

6As discussed in Chapter 4, 300 PIV image pairs were averaged.
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Figure 6.5: Time-averaged u-velocity profiles at various frequencies of oscillation
(f/fo=0, 0.5, 1.0 and 2.0) and three downstream locations (x=2, 5 and 10), Re=355,
A/B=0.1.

der forced to oscillate in either the transverse or the streamwise direction share several

characteristics, including reduction in vortex formation length and an increase in base

pressure. The reduction in vortex formation length in the synchronization range has

also been observed for a circular cylinder oscillated in the transverse direction (Krish-

namoorthy et al [76]). The reduction in vortex formation length indicates directly an

increase in the base pressure and hence a reduction in the drag coefficient. At a higher

Reynolds number (Re=355) the recirculation bubble is visibly asymmetric. The length

of the recirculation bubble, however, decreases with an increase in forcing frequency as
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in the lower Reynolds number experiments (Re=170).

6.1.5 Velocity fluctuations

Figures 6.11 and 6.12 show the spatial distribution of turbulence intensity (=
√
u′2 + v′2/U)

for two Reynolds numbers of 170 and 355 respectively. RMS values have been normal-

ized with the incoming velocity. With an increase in frequency, the location of maximum

turbulence intensity moves closer to the cylinder. There is a strong effect of forcing fre-
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Figure 6.7: Time-averaged vorticity contours (ωz) at various frequencies of oscillation
(f/fo=0, 0.5, 1.0 and 2.0) for flow past a square cylinder at Re=170 and amplitude of
oscillation (A/B)=0.1.

quency on the intensity field, increasing with frequency and reaching a maximum at

f/fo = 2.0. The size of the maximum turbulence intensity zone widens in the transverse

direction, with an increase in excitation frequency. This observation is to be expected

since transport across the wake is governed by advection by the transverse (v) velocity

and gradient diffusion by the effective viscosity. A double peak in RMS values appears

on each side of the cylinder for f/fo=2.0; this result was noticed for the time-averaged

velocity vectors and streamwise velocity profile as well (Figure 6.1 and 6.3). The dou-
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Figure 6.8: Time-averaged vorticity contours (ωz) at various frequencies of oscillation
(f/fo=0, 0.5, 1.0 and 2.0) for flow past a square cylinder at Re=355 and amplitude of
oscillation (A/B)=0.1.

ble peak in turbulence intensity is seen at the lower Reynolds number but not at the

higher Reynolds number. This demonstrates the difference in instability characteristics

arising from the Reynolds number influence on the separating shear layer. The trans-

verse spreading of the velocity fluctuation field is, however, dependent on the cylinder

frequency. The turbulence intensity was also seen to spread more in the transverse

direction for higher excitation frequency.

Figure 6.13 shows the development of normalized RMS velocity components along
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Figure 6.9: Time-averaged streamlines in the wake of a square cylinder at various fre-
quencies of oscillation (f/fo=0, 0.5, 1.0 and 2.0), perturbation amplitude is unchanged
(A/B)=0.1 and Re=170.

the cylinder centerline for various forcing frequencies at Re=170 and 355. A systematic

variation in the RMS profiles with forcing frequency is to seen in the near field region.

The figure shows RMS values of both u and v velocity peaks at certain x distance from

the cylinder and subsequent drops to a small value for each forcing frequency. The

downstream location where the peak in the streamwise velocity (urms) occurs is different

from that of the transverse velocity (vrms). Unlike the urms velocity, the vrms velocity

shows a slower decay after attaining the peak value. The position of the peak in the
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Figure 6.10: Time-averaged streamlines in the wake of a square cylinder at various
frequencies (f/fo=0, 0.5, 1.0 and 2.0); perturbation amplitude is unchanged (A/B=0.1);
Re=355.

urms velocity is a measure of the vortex formation length. The peak magnitude of the

velocity fluctuations along the center-line of the cylinder wake increases for both the

streamwise and transverse component as the vortex formation length decreases. This

suggests that closer the vortices are formed from the downstream edge of the cylinder,

the stronger they are, with the magnitudes being higher as well. The overall magnitude

of vrms velocity is higher compared to that of urms and the vrms velocity peak at a later

streamwise location. The intensification of the velocity fluctuations in the near wake

indicates improved mixing and hence a higher base pressure, followed by a lower drag
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Figure 6.11: Non dimensional contours of turbulent intensity (=
√
u′2 + v′2/U) in the

wake of an oscillating square cylinder as a function of forcing frequency; Re=170 and
amplitude of oscillation (A/B)=0.1.

coefficient.

The position of the maximum in the streamwise RMS velocity moves from x = 2.3

in the unperturbed flow to x = 1.2 behind the cylinder, when frequency increases from

0 to 2 fo. A variation in position to this extent was reported by Konstantinidis [77] for

a circular cylinder. The variation in the peak amplitude of oscillation with respect to

excitation frequency is more pronounced in the streamwise component compared to the

transverse component. The increase in intensity of velocity fluctuations can be related
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√
u′2 + v′2/U) in the

wake of an oscillating square cylinder as a function of forcing frequency; Re=355 and
amplitude of oscillation (A/B)=0.1.

to an increase in the strength of shed vortices, but there is also a dependence on other

factors such as the size of the vortices and their arrangement in the vortex street. At

higher Reynolds number, the urms and vrms peak moved upstream to a greater extent

compared to that at lower Reynolds number. Overall, the drop in vortex formation

length with increase in excitation frequency is clearly evident.

Figures 6.14 and 6.15 show profiles of the streamwise velocity fluctuation (urms) at

four downstream locations (x= 2, 4, 6 and 8) for two Reynolds numbers (Re=170 and
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Figure 6.13: Evolution of nondimensional centerline urms and vrms velocity in the stream-
wise (x) direction at Re= 170 (Top), 355 (Bottom) for different forcing frequencies
(f/fo=0, 0.5, 1.0 and 2.0) at a constant amplitude of excitation (A/B)=0.1.

355) respectively. Figures 6.16 and 6.17 show the comparison of vrms velocity fluctuation

profile. A strong effect of the forcing frequency on velocity fluctuations is seen at x=2.

The maximum values of fluctuations, i.e. urms and vrms value is also dependent on the
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Figure 6.14: Time-averaged nondimensional streamwise (urms/U) velocity fluctuations
at different oscillating frequencies (f/fo=0, 0.5, 1.0 and 2.0), Re=170.

cylinder frequency. The effect of forcing frequency diminishes rapidly with streamwise

distance. The dual peak nature of the urms velocity in the near field region indicates

the roles of the vortices in the opposed shear layers. In the downstream direction, the

interaction between these shear layers increases, leading to the disappearance of dual

peak. The magnitude of turbulent intensity is generally higher at the higher Reynolds

number. The relative magnitude of the RMS velocities at different excitation frequencies

is also a function of Reynolds number. The overall higher magnitude of urms and vrms

velocity at f/fo=1.0 and 2.0 indicate greater mixing at these forcing frequencies.
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Figure 6.15: Time-averaged nondimensional streamwise (urms/U) velocity fluctuations
at different oscillating frequencies (f/fo=0, 0.5, 1.0 and 2.0), Re=355.

6.1.6 Centerline recovery

Figure 6.18 shows a comparison of recovery of centerline streamwise velocity with the

data reported by Konstantinidis [77] as a function of forcing frequency. The overall

trends in the two plots are identical. With an increase in the forcing frequency, the

vortex formation region, as measured by the distance over which negative streamwise

velocities prevail, is seen to diminish in size.

Figure 6.19 shows the effect of forcing frequency on the variation of the dimen-

sionless time-averaged streamwise velocity along the midplane of the cylinder in the

streamwise direction. Two Reynolds numbers (Re= 170 and 355) have been considered.
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Figure 6.16: Time-averaged nondimensional transverse (vrms/U) velocity fluctuations at
different oscillating frequencies (f/fo=0, 0.5, 1.0 and 2.0), Re=170.

The recovery is directly related to the wake width which in turn depends on entrain-

ment at the edge of the wake. The centerline velocity drops to a minimum value and

recovers subsequently for all excitation frequencies. The rate of recovery drops in the

downstream region. It is faster in the near field region and is also a function of the

excitation frequency. With an increase in frequency, the recovery of centerline velocity

is rapid. The PIV data shows that the region of reversed flow decreases in size with

an increase in excitation frequency when compared to a stationary cylinder. The cen-

terline recovery is the fastest at f/fo=2 amongst the excitation frequencies considered,

indicating a corresponding minimum in the momentum deficit.
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Figure 6.17: Time-averaged nondimensional transverse (vrms/U) velocity fluctuations at
different oscillating frequencies (f/fo=0, 0.5, 1.0 and 2.0), Re=355.

6.1.7 Instantaneous vorticity (ωz) field

Figure 6.21 shows instantaneous vorticity contours at selected instants of time for differ-

ent frequencies of oscillation. The Reynolds number considered is 170. As the frequency

increases, the near wake vortex pattern changes due to a change in the characteristics

of vortex shedding. The vortices grow behind the cylinder and are shed subsequently.

The vortex roll up distance after which the vortices shed decreases with increase in fre-

quency. The vortex roll up distance is the lowest at the highest excitation frequency.

The alternate vortices shed from the cylinder advect in the downstream direction. The

lateral movement of the vortices is maximum for an excitation at f/fo=2. The vortex

shed from one shear layer is drawn towards the other. This process repeats for both
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Figure 6.18: Comparison of Centerline recovery of streamwise velocity at various os-
cillation frequencies with literature (Konstantinidis et al. (2003)) and present results
(bottom).
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sides of the shear layer. The dual peak in RMS velocity distribution seen in Figure 6.11

can be attributed to this phenomenon. The larger interaction between the neighboring

vortices is responsible for greater mixing and hence lower momentum deficit at f/fo=2.

This vorticity pattern is not realized at the higher Reynolds number of 350 at f/fo = 2,

Figure 6.22. However, the vortices are irregular in nature at higher Reynolds number.

Alternate shedding of vortices, typical of a stationary cylinder are referred to the

S mode in the literature. The lateral (transverse) movement of vortices is called the P

mode, and is often observed for transverse oscillation of the cylinder with respect to the

mean flow direction, William and Roshko [186]. In the present experiments, the shedding

pattern is predominantly of the S type. At Re=350 and f/fo = 2, a combination of P

and S mode is observed.

Figure 6.20: Schematic of 2S (top) and 2P (bottom) mode vortex shedding. (after
Sarpkaya 2004)

The downstream vortex spacing is an important diagnostic parameter for the state

of spatial structure and development of near wake. With an increase in oscillation

frequency, the longitudinal wavelength decreases and vortex intensification takes place

even outside the near wake. At a higher Reynolds number (Re=350), small scale Kelvin-

Helmholtz vortices are embedded within the large scale structure. The small scale con-

centration of vorticity is seen not only in the shear layer from the cylinder, but eventually

spreads over a large scale. With an increase in the forcing frequency, the interaction be-

tween small scale and large scale vortices leads to an ill-defined array of vortices.
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6.1.8 Power spectra

Figure 6.23 shows power spectra at two Reynolds number for three different nondimen-

sional forcing frequencies. The spectra was obtained from a long-time signal of 20000

points at a sampling rate of 1000 Hz. The spectra have been normalized by their re-

spective areas under the curve. This time record involves at least 300 cycles of cylinder

vortex shedding. For low Reynolds number (Re=170), a pure Kárman vortex shedding
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Figure 6.21: Instantaneous spanwise vorticity (ωz) contours. Stationary cylinder (1st
row), f/fo=0.5 (2nd row), f/fo=1.0 (3rd row), f/fo=2.0 (4th row), Re=170, A/B=0.1.
ωz(max), ωz(min) and δωz=3.0, -3.0, 0.25.

pattern is observed for a stationary cylinder. It corresponds to a single sharply defined

peak of vortex shedding in the spectra. With externally applied forcing frequency, ad-

ditional peaks (harmonics) of shedding frequency appear in the spectra. The nonlinear

interaction between the forcing signal and vortex shedding frequency generates sum and

difference frequencies in each spectrum. The sub-harmonic frequency and additional har-

monics for the oscillating cylinder can be understood from the flow visualization images.
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Griffin and Ramberg [48] have suggested that a sharply defined spectrum correlates with

two dimensionality of the flow field, both for a stationary cylinder and at lock-on. At

other frequencies, the appearance of the additional harmonics are probably responsible

for the transfer of energy from the streamwise to the transverse modes of fluctuation,

leading to an increase in mixing and an additional reason for reduction in the drag

coefficient.
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Figure 6.22: Instantaneous spanwise vorticity (ωz) contours. Stationary cylinder (1st
row), f/fo=0.5 (2nd row), f/fo=1.0 (3rd row), f/fo=2.0 (4th row), Re=355, A/B=0.1.
ωz(max), ωz(min) and δωz=-4.0, 4.0, 0.25.

6.1.9 Flow visualization

Figure 6.24 shows particle traces in the cylinder wake at different forcing frequencies

and a Reynolds number of 170. A reference set of images for the stationary cylinder are

also presented for comparison. The shedding mechanism is different for an oscillating

cylinder when compared to a stationary cylinder (Gerrard [45])). The distance over which
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Figure 6.23: Power spectra of the v-component of velocity fluctuation at various frequen-
cies of oscillation; Re= 170 (Top), 355 (Bottom).
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a vortex rolls up relative to the cylinder position decreases with an increase in frequency

of oscillation as distinctly visible from the images. The distance over which vortices roll

up is a measure of shedding frequency and hence Strouhal number. The detachment

of the vortex growing on both sides of the cylinder is connected to the displacement

of the cylinder under oscillatory conditions. With an increase in oscillating frequency

(to f/fo=1) the pure Kárman vortex structure breaks and two vortices of opposite sign

emanate from the cylinder almost simultaneously. The longitudinal distance between

vortices decreases. With further increase in frequency (to f/fo=2) the far wake structure

breaks down. A strong three dimensionality starts to appear7 and the wake width is

visibly greater. The increase in the wake width causes a small increase in drag coefficient

at this frequency ratio and Re=170, but the overall influence is one of reduction in the

time-averaged drag.

6.1.10 Closure

Flow fields obtained for forced inline oscillations with varying forcing frequencies (and a

given amplitude) are discussed. A strong effect of forcing frequency in the near-wake flow

field is to be seen. The recirculation length and formation length reduce substantially

with an increase in frequency and reduce the time-averaged momentum deficit behind the

cylinder. The instantaneous vorticity contours show the shear layer roll up distance to

be a minimum before separation; hence the longitudinal wavelength of the shed vortices

reduce. The time-averaged vorticity contours shows that with an increase in frequency,

the large scale vortices move closer to the cylinder. Their concentration near the cylinder

leads to higher magnitudes of vorticity. The RMS values of velocity fluctuations cluster

around the cylinder as well. Due to improved mixing, the base pressure behind the

cylinder reduces leading to reduction in drag coefficient.

6.2 Effect of Forcing Amplitude

In the present section, the effect of amplitude of oscillation on the flow structures have

been discussed. The forcing frequency is kept equal to the vortex shedding frequency.

With an increase in amplitude, the momentum flux pumped into the near-wake of the

cylinder increases. The vortex formation length reduces with an increase in the am-

plitude. These changes in the near wake vortex formation process cause corresponding

7as gaged by the extent of disorganization in the flow field
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see caption on the next page

changes in the strength or circulation of the shed vortices. The increase in vortex strength

can be interpreted as a corresponding increase in the rate of vorticity generation. The

details of the effect of forcing amplitude has been elaborated below by means of drag

coefficient, Strouhal number, time-averaged velocity field, stream traces, time-averaged

vorticity field, velocity fluctuations, instantaneous vorticity field, power spectra and par-

ticle trace images.
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Figure 6.24: Flow visualization images for various cylinder oscillations; Re=170. f/fo=0
(1st row), 0.5 (2nd row), 1.0 (3rd row) and 2.0 (4th row).

6.2.1 Drag coefficient and Strouhal number

The effect on drag coefficient and Strouhal number as a function of amplitude of excita-

tion has been shown in Table 6.4. Constant Strouhal number is observed at all excitation

amplitudes indicating that the amplification of fundamental mode is highest among all

other modes and no other harmonics dominates over the vortex shedding with increase
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in amplitude of excitation. The drag coefficient drops with increase in amplitude. How-

ever, the drop is not continuous i.e. not linearly related to the amplitude of excitation.

The drag coefficient saturates after certain amplitude of excitation with minor increase

in its value.

Table 6.4: Drag coefficient and Strouhal number as a function of forcing amplitude.

A/B CD
0 1.48
0.025 1.71
0.1 0.94
0.17 0.85
0.26 0.81
0.32 1.05

A/B St
0 0.147
0.025 0.147
0.1 0.147
0.17 0.147
0.26 0.147
0.32 0.147

6.2.2 Time-averaged velocity field

Figure 6.25 shows the time-averaged velocity vectors for various amplitudes of oscilla-

tion. The velocity deficit zone reduces with an increase in the amplitude. The streamwise

velocity recovery is faster with increase in amplitude of oscillation. With an increase in

amplitude, asymmetry in the flow field starts to appear. However, the wake width is not

significantly affected. Figure 6.26 shows the average u-velocity profile at different am-

plitude of excitation. The drop in the wake deficit with increase in excitation frequency

is clearly evident indicating the reduction in the mean drag. Figure 6.27 shows the

transverse velocity profiles at various amplitudes of oscillation. The transverse velocity

profile shows an increase in the magnitude of v-velocity with increase in the excitation

amplitude in the near field region. Subsequently, the magnitude of transverse velocity

diminishes rapidly with streamwise distance8 and the v-velocity profile is almost flater

at f/fo=2.0 indicating the developed nature of the wake.

The recirculation bubble size as a function of excitation amplitude has been shown

in Table 6.5. The recirculation bubble size drops with increase in excitation amplitude.

This is due to the additional momentum applied to the flow by the cylinder motion.

8the decay rate being higher at higher amplitudes.
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Table 6.5: Recirculation length as a function of forcing amplitude.

A/B Re=170
0 2.60
0.025 2.43
0.1 1.93
0.17 1.52
0.26 1.5
0.32 1.1

6.2.3 Time-averaged stream traces

Figure 6.28 shows the streamline plot derived from the time-averaged velocity field. The

size of the recirculation zone reduces with an increase in the amplitude of oscillation.

When compared to the effect of forcing frequency on recirculation length, the effect of

amplitude is less prominent. Simultaneously, an asymmetry in the flow field starts to

appear; this is also seen in the time-averaged velocity profiles. The increase in ampli-

tude of oscillation makes the flow field more asymmetric due to a distortion in the phase

relationship between cylinder movement and the vortex shedding cycle. A strong cou-

pling between oppositely oriented vortices is the responsible for the asymmetry in the

time-averaged data.

6.2.4 Time-averaged vorticity field

The time-averaged spanwise vorticity contours for various oscillation amplitudes are

shown in Figure 6.29. Asymmetry in vortex shedding starts to appear in the vorticity

contours with an increase in the oscillation amplitude. The maximum vorticity magni-

tude is also different in the opposite shear layer. An upstream migration of the large scale

vortex structure is to be seen; this has been observed earlier by Ongoren et al. [115] for

transverse oscillation experiments with cylinders of circular, square and triangle cross-

sections.

The effect of cylinder amplitude on the flow field can be understood from the

following idealized context. Consider a situation where a cylinder moves in an infinite

fluid and the superimposed flow is zero. For a square cylinder with inline oscillations, two

fixed stagnation point at the front and back of the cylinder are available. The resulting

vortex generation process can be described as follows. As the oscillating cylinder moves in
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Figure 6.25: Time-averaged velocity vectors for various amplitudes of oscillation
(A/B=0, 0.025, 0.1, 0.17, 0.26 and 0.32); Re=170, f/fo=1.0.

the forward direction, two boundary layers develop on the cylinder wall. The separating

flow creates two counter rotating vortices of equal magnitude and strength, resulting in

geometrically similar vortex fields. The creation of vortices stops when the maximum

forward location of the cylinder is reached and the cylinder starts its backward motion.

The vortex formation process is now repeated on the other side of the cylinder.

In addition, the backward motion of the cylinder causes a splitting of the vortex pair,

produced earlier by the forward motion, till, finally, flow reversal occurs. Thus, cylinder
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Figure 6.26: Time-averaged streamwise velocity profiles for various amplitudes of oscil-
lation; Re=170, f/fo=1.0.

oscillation creates a strong damping effect in the near flow field and a concentration of

vortices in the near wake of the cylinder. Higher the amplitude of oscillation, larger is

the damping effect. One can now expect the superimposed flow to modulate the vortex

generation process described above, but the influence of increasing amplitude is clear.

The origin of asymmetry to oscillation amplitude can now be traced to the fact that the

forward and rear halves of the cylinder respond differently to the incoming flow.

6.2.5 Velocity fluctuations

Figure 6.30 shows the nondimensional turbulent intensity field (((u2
rms + v2

rms)
0.5/U))

at various amplitudes of oscillation. The turbulent intensity near the cylinder increases

as more positive energy enters the flow field from cylinder excitation. The maximum
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Figure 6.27: Time-averaged transverse velocity profiles for various amplitudes of oscilla-
tion; Re=170, f/fo=1.0.

intensity value moves towards the cylinder with increase in excitation amplitude. The

degree of asymmetry increases with an increase in amplitude. The transverse spacing

is restricted for all the amplitudes considered, unlike experiments where the excitation

frequency was increased.

Figure 6.31 shows the streamwise and transverse velocity fluctuations (urms, vrms)

along the cylinder centerline at various amplitudes of oscillation. With the increase in

amplitude of excitation, the peak RMS value increases. The vrms magnitude is higher

when compared to the urms value for all amplitudes. From the RMS profiles, it is to

be observed that peak magnitude of vrms does not change significantly with amplitude.

The urms magnitude changes sharply with an increase in amplitude. The position of the

peak value moves upstream with an increase in amplitude. There is a sharp reduction

in urms and vrms after attaining its peak value. The rate of decay for urms is higher
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Figure 6.28: Time-averaged stream traces for various amplitudes of oscillation (A/B=0,
0.1, 0.17 and 0.26) at a constant forcing frequency (f/fo=1.0); Re=170.

when compared to vrms. The magnitude of vrms peak is less sensitive to the amplitude of

excitation compared to that of urms. The in-line nature of oscillation can be attributed

to the higher sensitiveness of urms compared to that of vrms.

Figure 6.32 and Figure 6.33 show the streamwise and transverse velocity fluctuation

profiles at four downstream locations (x=2, 4, 6 and 8) and five amplitudes of oscillation.

Similar to the effect of forcing frequency, the near wake shows a strong effect of amplitude.

The effect of amplitude diminishes after x=2 (outside the near wake). The reduction

in the peak magnitude of urms is higher in the near field region. In contrast, the vrms
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Figure 6.29: Time-averaged vorticity contours for various amplitudes of oscillation at
forcing frequency, f/fo=1.0; Re=170.

peak shows a larger fall in the downstream region, i.e. beyond the recirculation bubble.

There is a systematic increase in fluctuation level with an increase in amplitude for both

streamwise and transverse velocity fluctuations. The maxima in both components of

velocity fluctuations occur at the highest amplitude considered.

6.2.6 Instantaneous flow field

Figure 6.34 shows the instantaneous vorticity contours for various amplitudes of oscil-

lation. A significant change in the wake structure takes place as the forcing amplitude

increases. At a low amplitude, the structure is more or less similar to the natural case

of a stationary cylinder. With an increase in amplitude to an intermediate level, the

vortices are seen to be rearranged. Vortex formation occurs much closer to the cylinder

body. The length of the elongated vortex attached to one side of the cylinder decreases
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Figure 6.30: Contour of turbulence intensity ((u2
rms + v2

rms)
0.5/U) for various amplitudes

of oscillation at forcing frequency, f/fo=1.0; Re=170.

with an increase in amplitude before shedding from the cylinder. This behavior of vortex

separation is also observed when frequency is increased.

The flow separation mechanism differs for oscillation experiments from stationary

in the following manner. The centroid of the vortices cross the centerline at a higher

amplitude of oscillation. This is in contrast to the undisturb natural wake of a stationary

cylinder where the vorticity shed from one side remains on the same side. In the former,

the spacing between vortices becomes irregular at higher amplitude. The convection

speed of the vortices is smaller when compared to the stationary cylinder. It causes
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Figure 6.31: Profiles of centerline RMS velocity as a function of the amplitude of oscil-
lation for fundamental excitation frequency (f/fo=1.0); Re=170.

the longitudinal distance between two vortices of opposite sign to decrease, leading to

the appearance of multiple modes by greater interaction between the vortices. This

distance monotonically decreases with increase in amplitude of oscillation. Hence, there

is a greater probability of vortex merging and the appearance of sub-harmonics at higher

amplitude.

6.2.7 Centerline recovery

The effect of perturbation amplitude on centerline velocity recovery is shown in Fig-

ure 6.35. The centerline velocity is non-dimensionalised with the incoming free stream

velocity. The perturbation frequency is set to be equal to the vortex shedding frequency.

With an increase in the amplitude, recovery is faster and the centerline velocity attains

an asymptotic value. The recirculation length denoted by the size of the near wake where

the u-velocity is negative, decreases with an increase in amplitude. This trend has also

been observed in transverse oscillation experiments of Konstantinidis et al. [77]. The

size of the recirculation zone depends on the lowering of the base pressure which is ul-

timately related to drag coefficient. At a higher amplitude, the two oppositely oriented

vortices come closer to the cylinder resulting in early interaction between vortices of

opposite sign. The interaction of coherent structures is governed by tearing and pairing
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Figure 6.32: The urms velocity profiles for various amplitudes of oscillations at funda-
mental excitation (f/fo=1.0); Re=170.

of vortices (Hussain, 1986), but the net effect is a raised base pressure and a lowered

drag coefficient.

6.2.8 Power spectra

Figure 6.36 shows the power spectra of velocity signals in the near wake at different

amplitudes of oscillation. Spectra have been calculated based on v component of velocity
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Figure 6.33: The vrms velocity profiles for various amplitudes of oscillations at funda-
mental excitation (f/fo=1.0), Re=170.

(at x/B = 5 and y/B = 1) and normalized with the area under the curve. Multiple

frequencies in harmonics of vortex shedding start appearing with an increase in the

amplitude of oscillation. After a particular amplitude, the flow field is dominated by

the forcing frequency and only one dominant peak is seen in the power spectra. It can

then be expected that the flow tends to become increasingly two dimensional at higher

amplitudes. Here, two oppositely oriented vortices come closer and move parallel to the

centerline. This process can explain a single dominant peak seen in the spectra. The
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absence of harmonics at higher amplitude indicates the delay in the appearance of three

dimensionality at higher amplitude.

6.2.9 Particle traces

Figure 6.38 show particle traces for various amplitudes of oscillation at a forcing fre-

quency equal to vortex shedding frequency at Re=170. Each row is a time sequence of

images for each amplitude. The images has been arranged on the basis of the cylinder
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Figure 6.34: Instantaneous spanwise vorticity (ωz) contours at different amplitudes of
oscillation, A/B= 0 (1st row), 0.025 (2nd row), 0.26 (3rd row) and 0.32 (4th row),
Re=170. ωz(max), ωz(min) and δωz=4.0, -4.0, 0.25.

position as it is not possible to capture a continuous time sequence with the available

camera speed of 8 Hz. As in the experiments with a stationary cylinder, the shedding

pattern is found to be in 2S mode (Figure 6.20). The 2S mode is characterized by the

shedding of a single vortex in each half cycle, analogous to Kárman vortex shedding.

In the presence of oscillations, the shedding pattern is more organized and increases

the correlation length over which the phase relationship is preserved. Vortex shedding
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Figure 6.35: Centerline recovery of time-averaged streamwise velocity for various ampli-
tudes of oscillation; Frequency (f/fo)=1.0; Re=170.

is initiated closer to the cylinder and the spacing between two consecutive vortices of

opposite sign reduces with an increase in amplitude. The vortex formed on one side of

the cylinder is shed when the cylinder is near the maximum displacement position.

6.2.10 Closure

The effect of amplitude of oscillation on the flow field is studied. The frequency of os-

cillation is kept constant at the vortex shedding frequency of a stationary cylinder. The

time-averaged flow field is affected in the near wake due to an increase in the ampli-

tude. The time-averaged velocity profiles show asymmetry with increase in perturbation

amplitude. Asymmetry is also seen in the contours of RMS velocity. The peak value

of RMS velocity increases with excitation amplitude. The peak RMS value moves up-

stream towards the cylinder with an increase in the amplitude. The effect of increasing

the amplitude at a given frequency leads to a reduction of the length of the recirculation
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Figure 6.36: Power spectra for various amplitudes of oscillation at fundamental excitation
(f/fo=1.0); Re=170.

bubble and the vortex formation region. From the spectra, the flow field appears to be

better organized and two dimensional at the highest amplitude considered.

6.3 Effect of Aspect Ratio

A limited study is carried out to investigate the effect of aspect ratio on the near wake

of a cylinder under oscillatory conditions. While the aspect ratio considered in earlier

Sections were 28, the aspect ratio in the present discussion has been set equal to 16. For

definiteness, a Reynolds number of 170 is considered. The effects of frequency as well as

amplitude of oscillation are investigated.
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Figure 6.37: Time sequence of flow visualization images for various amplitudes of oscil-
lation; A/B= 0 (1st row), 0.025 (2nd row), 0.1 (3rd row), Re=170, f/fo=1.0.
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Figure 6.38: Time sequence of flow visualization images for various amplitudes of oscil-
lation; A/B=0.17 (1st row), 0.26 (2nd row), 0.32 (3rd row), Re=170, f/fo=1.0.
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Table 6.6: Comparison of drag coefficient as a function of forcing frequency (left) and
amplitude (right) for two aspect ratio (AR=16 and 28) at Re=170

f/fo AR=16 AR=28
0 2.42 1.48
0.5 2.61 1.13
1.0 1.51 0.68
2.0 2.02 1.05

A/B AR=16 AR=28
0 2.34 1.48
0.05 2.55 -
0.1 1.91 0.94
0.17 1.72 0.85
0.23 1.34 0.81
0.27 1.21 -

Table 6.6 summarize the time-averaged drag coefficient data for two aspect ratio

16 and 28 for various frequencies and amplitudes of oscillation. In the study of the effect

of frequency, the amplitude is kept constant at 0.1. In the second set of experiments, the

forcing frequency is that of vortex shedding, while the amplitude is varied. The overall

drag coefficient is lower at higher aspect ratio for both unexcited and excited cylinder.

A minimum in drag coefficient is seen for a frequency ratio f/fo=1.0 for both the aspect

ratios. This indicates that the end conditions due to the aspect ratio difference does not

alter the effect of cylinder oscillation. The magnitude of drag coefficient is uniformly

higher when compared to the higher aspect ratio experiments9. The drag coefficient

diminishes rapidly with an increase in the amplitude of oscillation.

Figure 6.39 and Figure 6.40 shows the time-averaged velocity vectors on the cylinder

mid-plane at different frequencies and amplitude ratios respectively. With an increase

in either the frequency of oscillation or the amplitude, the length of recirculation region

decreases. The decreasing trend in CD with an increase in the frequency ratio as well as

amplitude can be correlated with this change in the flow distribution.

Figure 6.41 and Figure 6.42 show the time-averaged spanwise (ωz) vorticity con-

tours for various frequencies and amplitudes. With an increase in the forcing frequency,

the vortices concentrate near the rear surface of the cylinder. Similar trends are to be

observed at higher aspect ratio (AR=28). However, the strength of the vorticity is higher

at lower aspect ratio compared to that at higher aspect ratio (see Figure 6.7 and Fig-

ure 6.41) . The high vorticity may be related to the effect of the end condition due to the

low aspect ratio. The comparison of Figure 6.29 with Figure 6.42 indicate similar effect

of excitation amplitude at both aspect ratios. The near field vorticity level is higher at

lower aspect ratio due to the greater effect of end wall conditions.

9This effect of aspect ratio on drag coefficient was seen for a stationary cylinder as well.
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Figure 6.39: Time-averaged velocity vectors at various frequencies of oscillation; Re=170
and amplitude of oscillation (A/B)=0.1. Aspect ratio(AR)=16.

Figure 6.43 and Figure 6.44 present the effect of frequency and amplitude of os-

cillation on the evolution of the centerline streamwise velocity component. Velocity

values are normalized with the free stream velocity (=U). Both frequency and ampli-

tude have similar effect on the centerline velocity. The recovery is rapid and the size

of the recirculation bubble diminishes with increase in frequency as well as amplitude.
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Figure 6.40: Time-averaged velocity vectors at various amplitudes of oscillation; Re=170
and f/fo=1. AR=16

The asymptotic centerline velocity is reached within the measurement plane at high fre-

quencies and amplitudes. The comparison of Figures 6.43 and 6.44 with Figures 6.19

and 6.35 indicates greater receptivity of oscillation with respect to the frequency and

amplitude of oscillation compared to the stationary cylinder at low aspect ratio case.

In summary, the near wake flow patterns of an oscillating cylinder respond strongly to

frequency and oscillation amplitude but only weakly to aspect ratio.
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Figure 6.41: Time-averaged spanwise vorticity contours (ωz) for various forcing frequen-
cies (f/fo=0, 0.5, 1.0 and 2.0), at Re=170 and amplitudes (A/B)=0.1. Aspect ratio
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6.4 Summary

The effect of forced oscillation of a square cylinder mounted in a free stream at zero

incidence has been studied. The cylinder is oscillated in-line, i.e. in the mean flow

direction. The wake sensitivity to the oscillation frequency and amplitude of oscillation

are investigated. The frequency of oscillation is set to f/fo=0, 0.5, 1.0 and 2.0. Here fo

is the vortex shedding frequency of a stationary cylinder. The amplitude of oscillation

is set in the range of (0-0.32) of the cylinder size. The effect of cylinder aspect ratio is

investigated by comparing the results for two aspect ratios, i.e. AR=16 and 28. The
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Figure 6.42: Time-averaged spanwise vorticity contours (ωz) at various amplitudes of
oscillation (A/B=0, 0.05, 0.1, 0.14, 0.21 and 0.27), Re=170 and f/fo=0.1. Aspect ratio
(AR)=16.

observations of the study can be summarized as follows:

(1) The momentum deficit in the wake reduces due to cylinder oscillation. The

largest drop in momentum deficit is observed at the oscillation frequency, f/fo=1.0 and

2.0 at the excitation amplitude equal to 0.1 times the cylinder dimension. The increase

in the excitation amplitude at the fundamental also leads to reduction in the momentum

deficit. However, the relative drop in the magnitude of momentum deficit reduces at
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cies (f/fo=0, 0.5, 1.0 and 2.0) at constant amplitude of oscillation (A/B)=0.1; Re=170;
AR=16.

very high oscillation amplitude.

(2) The size of the recirculation bubble is sensitive to both oscillation amplitude and

frequency. There is a reduction in the size of the recirculation bubble with an increase

in the excitation frequency and its amplitude. The x-location of the minimum centerline

velocity in the zone of flow reversal also moves closer to the cylinder. The asymmetry of

the recirculation bubbles increases at higher Reynolds number and at higher amplitude

of oscillation. This is attributed to the phase relationship of vortex shedding with respect

to the motion of the cylinder.

(3) The size of the average vorticity contour reduces for the oscillating cylinder

compared to the stationary cylinder. Both the oscillation frequency and amplitude of

oscillation have a similar effect on the vorticity contours. The relative size of the vorticity

contours follows an identical trend as the recirculation bubble. The high value of vorticity

in the near field region has also been observed in previous studies on an oscillating

circular cylinder. This is also an indication that vortex formation length reduces for the

oscillating cylinder. The centerline urms variation in the streamwise direction confirms
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Figure 6.44: Centerline recovery of streamwise velocity for various amplitude of oscilla-
tion; Frequency(f/fo)=1.0; Re=170; AR=16.

the drop in the vortex formation length for an increase in excitation frequency and

amplitude.

(4) The changes in turbulence intensity demonstrate the wake unsteadiness or in-

stability when the stationary and oscillating cylinder are compared. The near field

region is more sensitive to the cylinder oscillation than the far field region. The turbu-

lence intensity in the near field increases with an increase in frequency and amplitude of

oscillation.

(5) The power spectra do not show the lock-on regime of the cylinder wake for the

excited flow. However, multiple peaks are visible at intermediate amplitudes of excitation

and there is a clear dominant peak at high amplitudes indicating two dimensional vortex

shedding. The flow visualization images also show clear vortex shedding and the changes

in the size of the vortex formation length. The merging and greater transverse motion of

the neighboring vortices explain the appearance of secondary flow and additional peak

in the power spectra.

(6) The overall effect of excitation is mildly altered by the aspect ratio of the
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cylinder. There is a larger concentration of vorticity for the lower aspect ratio compared

to the higher aspect ratio. This is due to a greater wall influence at the lower aspect

ratio.





Chapter 7

Conclusions and Scope of Future
Work

An experimental study of flow past stationary and oscillating square cylinders at inter-

mediate range of Reynolds number is reported. Measurement techniques are based on

PIV, HWA and flow visualization. The Reynolds number range considered is 90-610.

The effects of cylinder orientation and aspect ratio on the wake structure have been

studied for the stationary cylinder. In the second set of experiments, the cylinder is

oscillated using an electro-magnetic actuator at around the vortex shedding frequency

of the equivalent stationary cylinder. The flow patterns have been mapped for various

frequencies and amplitudes of oscillation. Major conclusions arrived at from the study

are presented below.

7.1 Stationary Square Cylinder

1. Drag coefficient and Strouhal number: Flow characteristics and all related param-

eters are seen to be affected by the cylinder orientation. Among the angles studied,

a minimum in drag coefficient is seen to occur at 22.5o. At this orientation the

Strouhal number is a maximum.

2. Symmetry: For orientations other than 0 and 45o, the wake is asymmetric. The v-

velocity profile clearly brings out the wake asymmetry. The roll up of the shorter

shear layer governs wake unsteadiness and hence Strouhal number. The loss of

symmetry of the wake increases the transverse velocity, increases the base pressure

and lowers the drag. This factor is counter-balanced by an increase in blockage

itself, but the minimum in the drag coefficient at an orientation of 22.5o reveals

that the former has overall stronger influence at small cylinder angles. Stronger
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three dimensionality of the flow field at this angle additionally contributes to higher

base pressure and lower drag.

3. Aspect ratio: Drag coefficient and Strouhal number are seen to be strong function of

aspect ratio for the range of Reynolds number studied. Strouhal number increases

with increase in aspect ratio and drag coefficient decreases with an increase in

aspect ratio. For both aspect ratios, a minimum in drag coefficient is found at 22.5o.

For this orientation, Strouhal number is a maximum. The centerline recovery of

streamwise velocity is faster for the high aspect ratio (AR=28) when compared

to low aspect ratio (AR=16). The size of the recirculation bubble is lower at the

higher aspect ratio.

4. Flow visualization: The visualization pictures show that the separation distance

between the alternating Kárman vortices are function of both aspect ratio and

cylinder orientation. The multiple modes in the power spectra indicate the modifi-

cation of vortex shedding process and appearance of secondary vortical structure.

From images of secondary flow, it is seen that flow three dimensionality is stronger

for AR=16 compared to AR=28.

5. Reynolds number: Drag coefficient and Strouhal number show only a dependence

on Reynolds number. However the flow structure is strongly affected. The fluctu-

ation levels increase with an increase in Reynolds number. Flow become strongly

three dimensional as well, as Reynolds number increases. Multiple peaks appear-

ing in the power spectra (around the vortex shedding frequency) indicate energy

transfer among discrete modes in the flow field. The streamwise velocity fluctua-

tion along the cylinder centerline doubles in magnitude over the Reynolds number

range of 165 to 595.

7.2 Oscillating Square Cylinder

1. Frequency: A strong effect of forcing frequency (around the vortex shedding fre-

quency) in the near-wake flow field is uniformly to be seen in the measured data.

The recirculation length and formation length reduce substantially with an increase

in frequency and diminish the time-averaged drag force acting on the cylinder. The

instantaneous vorticity contours show the shear layer elongation to be a minimum

before separation; hence the longitudinal wavelength of the shed vortices reduces.

The time-averaged vorticity contours show that with an increase in frequency, the

large scale vortices move closer to the cylinder. The RMS values of velocity fluc-

tuations cluster around the cylinder as well. By a mechanism of improved mixing,



7.3 Future Work 249

they can result in pressure equalization and a further reduction in drag coefficient.

2. Amplitude: The effect of amplitude of oscillation on the flow details has been

studied when the forcing frequency is kept at the vortex shedding frequency of

the stationary cylinder. The time-averaged flow field shows a nominal effect of

increase in amplitude but the instantaneous flow field changes significantly with

amplitude. The time-averaged velocity profiles show asymmetry with increase in

the perturbation amplitude. Asymmetry is related to the phase difference between

the vortex shedding mechanism and the cylinder motion. Asymmetry is also seen

in the contours of RMS velocity. The peak value of RMS velocity increases with

amplitude. The peak RMS value also moves upstream with an increase in the

amplitude. The effect of increasing the amplitude at a given frequency leads to a

reduction of the length of the recirculation bubble.

3. Aspect ratio: A limited study has been carried out at an aspect ratio of 16. The

effect of forcing frequency and amplitude are identical to the flow field as seen for

the higher aspect ratio. With increase in frequency and amplitude of oscillation

the recirculation length reduces. Hence a diminishing trend in drag coeffient is

seen. The vortices are concentrated near the cylinder with increase in frequency

and amplitude of oscillation. The maximum magnitude of spanwise vorticity is

higher at the lower aspect ratio as compare to the higher (AR=28).

7.3 Future Work

The following topics are suggested as future work of interest.

1. Use a stereoscopic version of PIV to estimate spanwise velocities along the cylinder

length. Three dimensionality is better understood with this approach.

2. Experiments reported in the present study can be closely validated against numer-

ical simulation since inflow and other boundary condition are fully known.

3. The influence of a feedback control system to control cylinder oscillations on flow

control within the wake is a topic of considerable importance.

4. Extending the ranges of parameters such as aspect ratio, Reynolds number, fre-

quency ratio, amplitude ratio and orientation will strengthen the conclusions ar-

rived at in the present work.
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Appendix A

Feedback Control

Control of vortex shedding from a bluff body and vortex induced structural vibration

is of fundamental interest and of practical significance. Various schemes have been

implemented in the literature for feedback. The choice of the transfer function is crucial

for the effectiveness of a feedback signal (Zhang et al. [196]). For objects that are

set in motion by the unsteady forces, literature shows that a control system will best

perform when a combination of flow field information and body motion is used for control.

Preliminary results obtained on controlling vortex shedding from a square cylinder using

a feedback control system are reported in the present Appendix. Flow visualization

images from the present experiments show that feedback-driven oscillation of the cylinder

suppresses the vortex street, but differences with respect to the flow patterns for forced

oscillations are minimal.

Control scheme and experimental details

Experiments were conducted with the hardware used for oscillation experiments at a

Reynolds number of 175. The feedback loop consisted of the hotwire probe, phase

shifter available in labVIEW, a power amplifier and electromagnetic actuators (dynamic

shakers ). The experiment was conducted in the following manner. A hotwire probe

was placed at x=5 downstream and y=1.2 off set location. A long hotwire signal (60000

points) at a sampling rate of 1000 samples per second was collected in the near wake

of a stationary cylinder. This data was subsequently used for generating the feedback

signal for the oscillating the cylinder1. A clear peak was seen in the power spectrum of

1It was not possible to perform hotwire and PIV measurement simultaneously.
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the hotwire signal. The signal was low-passed filtered at a cutoff frequency of 100 Hz

to remove the high frequency noise. The signal was amplified to the level acceptable

to the actuator. A phase shift was given to the filtered signal before sending it to the

actuator. By placing the time series of the filtered and amplified signal in a loop, it

was possible to run the experiment for a long period of time. The schematic layout of

the feedback circuit is shown in Figure A.1. The front panel and the block diagram

for implementing labVIEW software are shown in Figure A.2. Results discussed below

are for a phase shift of 180o. The amplitude of oscillation is practically constant in the

oscillation experiments with and without feedback.

Actuator

Actuator

Cylinder
oscillation

CTA Filter
Low pass A/D Phase

Shifter

Amplifier

D/A

Flow

x

y

z

LabVIEW

Amplifier

Figure A.1: Schematic drawing of the experimental arrangement with feedback.

Performance of feedback control

Flow patterns are compared in terms of the time-averaged and instantaneous quantities

recorded in feedback experiments against wakes of a stationary cylinder and an oscillating

cylinder in an open loop configuration. Figure A.3 shows the u velocity signal as a

function of time for stationary and oscillating cylinder with feedback. The magnitude of

velocity fluctuation is seen to be reduced substantially with feedback. Furthermore, the

spectral characteristics of the signal was also seen to be affected.
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Figure A.2: Front panel and block diagram of labVIEW for feed back control loop
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Figure A.4 shows the time-averaged velocity vectors for stationary and oscillating

cylinders, with and without feedback. A distinct change in the near wake velocity vector

distribution is seen. The recirculation zone is quite small for the open loop system.

With the feedback-driven oscillation, it is seen to be increased. Thus, for the choice

of parameters, feedback does not appear to have a beneficial effect in diminishing drag

coefficient beyond the value for forced oscillations.

Figure A.5 shows the time-averaged and fluctuating velocity components in the

wake when the cylinder is stationary, oscillatory and oscillatory with feedback. Mea-

surements at the location x=4 are reported. The mean velocity deficit is higher for the

stationary cylinder when compared to the perturbed. The velocity deficit for the closed

loop experiment is higher when compared to forced oscillations. Thus, the present set of

parameters, the control function (namely a phase shift of 180o) is not effective in reduc-

ing the time-averaged drag coefficient. In contrast, the instantaneous flow visualization

images (Figure A.10) show vortex shedding to be destroyed with feed back. The strength

of the fluctuations also diminish, as seen from the time traces of the velocity signal. The

magnitudes of urms and vrms are quite close for experiments with and without feedback.

Figure A.6 shows the time-averaged spanwise (ωz) vorticity contours for a station-

ary cylinder, open loop control and and feedback controlled oscillations. For the open

loop, the vortices move close to the cylinder and the concentration of vortices near the

cylinder increases. With feedback control oscillation the concentration near the cylinder

marginally reduces, indicating that feedback negates some of the beneficial aspects of

forced cylinder oscillation with respect to the time-averaged drag coefficient.

Figure A.7 shows the instantaneous vorticity contours for stationary and oscillating

cylinders (with and without feed back) at selected instants of time. When there is

no perturbation, the vortices display the pattern of a Kárman vortex street. With

perturbation, the vortices get distorted. The vortices are shed very near the cylinder.

The longitudinal spacing decreases. With feedback controlled oscillations, the periodic

structure is disrupted. Experiments showed that the structure thus generated is not

continuous and appears intermittently.

Figure A.8 shows the centerline recovery of streamwise velocity for stationary and

oscillating cylinders, with and without feedback. The centerline velocity drops to a

minimum value and then increases with entrainment of flow from outside the wake. The

recovery is faster in the near field region and reaches an asymptotic value at around x=7.

The rate of velocity recovery is seen to be high for the open loop system when compared to
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Figure A.3: Typical time histories of the streamwise flow velocity u with (lower trace)
and without (upper trace) perturbation. Time scales for the two traces are identical.
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Figure A.8: Centerline recovery of streamwise velocity for stationary and oscillating
cylinder (with and without feedback).

the stationary and feedback control experiments. Figure A.9 shows the nondimensional

urms and vrms contours for stationary and oscillating cylinder. For open loop oscillation

the flow field becomes asymmetric. The magnitude of fluctuations are also high near the

cylinder for the open loop arrangement when compared to the experiment with feedback.

With feedback control, the flow field becomes increasingly symmetric.

Figure A.10 shows the particle traces for stationary and the oscillation experiments.

The top row shows a sequence of three instantaneous images for a stationary cylinder.

Pure Karman vortex shedding flow pattern is seen from the images. With oscillation at

the vortex shedding frequency, vortex shedding is governed by the amplitude of oscillation

of the cylinder. Vortices are shed from very near the cylinder. With the application of

feedback to the actuator, vortex shedding is fully distorted and the wake size reduces

significantly. This pattern was not continuously seen with feedback. Intermittently the

vortex shedding such as that for a stationary cylinder was also seen.
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Figure A.9: Nondimensional urms (left) and vrms (right) contours for stationary (top),
open loop (middle) and closed loop (bottom) control.
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Figure A.10: Flow visualization images for stationary (top row), open loop (middle row)
and closed loop oscillation (bottom row).
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Closure

Experiments in which cylinder movement was driven by wake unsteadiness are reported.

In the feedback mode, the cylinder was fed a 180o phase shifted signal with respect to

the velocity signal in the near wake. Keeping parameters such as amplitude and dom-

inant frequency fixed, the time-averaged wake size was seen to increase with feedback.

However, the instantaneous fluctuations were seen to be damped. Thus, the limited

study did not result in definite conclusions. Extensive experiments on this subject are

recommended.






