Module 3 1

Problem Sheet

. Show that an i.i.d sequence of continuous random variable with common probability density func-

tion f is strictly stationary.

. Find(under certain conditions) whether the stochastic process {X (t),¢ € T} with probability dis-

tribution given by:

(at)n71

(el P
P(X(t) _ TL) (14at)n+1
at —
1+at? n=0

is stationary.

. Let X(t) = Ao+ A1t + Ast? where Als are uncorrelated random variables with mean 0 and variance

1. Find the mean function and covariance function of X (¢).

. LetY, =ao X, +a1X,_1,n=1,2,... where ag, a; are constants and Xy, Xq,..., are i.i.d. random
variables with mean 0 and variance o2.

(a) Is {Y,,,m > 1} covariance stationary?

. Consider autoregressive process of order 1, i.e.

Xi=c+¢Xi1+er

2. ¢ is a constant.Assume that the mean of the

where &; is white noise with mean 0 and variance o,
random variable X; is identical for all values of ¢, denoted by p. Show that the process is wide

sense stationary for |¢| < 1.

. Let {N(t), t > 0} be a Poisson Process. Prove or disprove that {X(¢t) = N(t+ L) — N(t), t > 0},

where L is a positive constant, is covariance or wide-sense stationary.

. Let Z; and Z5 be two independent normal random variables with mean 0 and variance 2. Define

X(t) = Zycos(At)+ Zysin(At). Then show that {X(¢), ¢t € T'} is a second order stationary process.
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Answers to Problem Sheet

Ans 1. Let X1, Xo,..., be an i.i.d. sequence of continuous random variables.
Let n be any positive integer.
Let m € Z such that n+m > 0.
Then P(X14m, Xotm, .-+, Xn+m) € B and its distribution is:
// / flE1tm)f(@o4m) - - - F(Tntm)dT1 4t mdTotm - - - dTpim
Since X/s are i.i.d. random variables and 14m,Z24m - - - Tntm are just dummy variables of inte-
gration, we may replace them by x1,Za,...,Z,.
Hence above integral is equal to

/.../Bf(xl)f(zg)...f(xn)dxldxg...d:z:n

which is independent of m and hence the process is strictly stationary.

Ans 2. Given P[X(t) =n| = (I+at)n+1
o n=0
= o= nat)"!
® B %:”P(X(t) x 1 (14 at)nt!

.. 2 (at)” 4
(ll) E[X2(t)]:Zn (1(+th)n+1 - 1+at22 (1+at>
= m - (1 + 2at)

Ans 3. Let X(t) = Ag + A1t + Aat? where
E(A;) =0V i, Var(4;) = 1V i and Cov(A;, A;) =0V i # j.
(a) Mean function of X (t):
E[X(t)] = E[Ao + A1t + Ast?] = E[Aq] + tE[A1] + t2E[As] = 0
(b) Covariance function of X (t):
Cov(X(t1), X (t2)) = E[X (t1) X (t2)] — E[X (t2)] E[X (t2)]
= E[X(t1)X (t2)]
= E[(Ao + A1ty + Ast?)(Ag + A1ta + Aat3)]

= E[AZ + ApAita + AgAatl + A1 Aoty + A3tits + Artit3 + AgAat? + Ay Astity
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+ A3t2t2]

Now, as Cor(A4;, A;) =0V i # j, therefore:

E[A;A;] — E[A)E[A;) =0V i # j, = E[A;Aj] = E[A;]E[A;] and VarA; = E[A?]

Hence

Cov(X (t1), X (t2)) = E[A3|+t2E[Ao| E[A1|+3E[Ao| E[As)+t1 E[A1)E[Ao)+t1t2 E[A3)+t1t3 E[ A1) E[Ag)+
t1E[Ao] E[A2] + tit2 E[ A1) E[A2] + 113 E[A3]

=1+ t1ta + 383 (.- E[A;] =0 Vi).

Ans 4. Y, = apX,, + a1X,,—1, n = 1,2,... where as are constants and Xo, X1, ..., are i.i.d’s random
variables with E(X;) = 0 and VarX; = o2.
(a) Is Y, covariance stationary:
(1)EY,] = FlaoX, + a1X,,—1] =0
() E[Y,?] = E[(aoXn + a1Xn-1)?]
= FE[a2X2 +a2X2_; + 20001 XpnXn_1]
= a2o? + a20? + 2apa1 E(X;, Xn—1)
= a3o? + a30? + apar (E(X,)E(Xp—-1)) (. they arei.i.d)
=a20? + a202("- E(X;) = 0)
(iii) Cov (Y, Ym) = Cov(ao X, + a1 Xn—1, 00 Xm + a1 Xm—1)
= E[(aoXn + a1 Xp-1)(a0Xm + a1 Xm-1)|(. E(Y,) = E(Y,) = 0)

= E[G%XnXm + aOaanmel 4 alaoXanfl ale G%meanfl]

a%oQ al afaZ, n=m;

2 — 1:
apa1o-, n=m-1;

2 _ .
apai10°, n=m-+1;
0, otherwise.

which is a function of n — m.

Hence Y, is covariance stationary.

Ans 5. (i) First calculating expectation
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E(Xt) :E(C+¢Xt_1 +€t)

w =c+ou+0

(6]

=>p =15

which is independent of ¢.

Var(X;) =o% and (1)
(ii) Var(X;) = Var[c+ ¢Xi—1 + &4

= (;52Var(Xt,1) + 0'62 (2)
Since {X; : t € T'} are identical, .. Var(X;) = Var(X;_;)

Equating (1) and (2):
0% = ¢’0% +o2
2 o’ o’
Ox :ﬁévar(Xt):ﬁ
which exists and is finite for |¢| < 1.
(iii) Since Xy’s are identical
E<Xt1Xt2) = /1'2 and

Cov (th,XtQ) =0

which are functions of [t; — ta|.

Hence the process is wide sense stationary.

Ans 6. We have X(t) = N(t+L)— N() ~P\t+L—t)) = P(AL)
(a) E(X(t)) = AL which is independent of t.
(b) E(X2(t)) = AL+ (A\L)?<o0 VYt

(c) Let s < t.

= E((X(t) - X(s) + X () X(s)) — (AL)?
= B(X(t) — X(s))E(X(s)) + E(X?(s)) — (AL)?
= 0% E(X(s)) + AL
= AL
which is constant function. So we can consider it as a function of £ — s.

From (a),(b) and (c) {X(t), t > 0} is covariance stationary.
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Ans 7. (a) E(X(t)) = E(Z1)cos(At) + E(Z2)sin(At)

= 0 which is independent of t.

(b) E(X2%(t)) = cos?(A\)E(Z%) + sin®>(\)E(Z3) + 2cos(At)sin(\t)E(Z1)E(Z2)
= cos®(\t)o? + sin?(\t)o? + 2cos(At)sin(\t) x 0
= 0% < v t.

From (a),(b) {X(¢), ¢ > 0} is second order stationary.
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