
Quantitative	Methods	in	Chemistry
Week	3,	Lecture	2



This	week	we	have	already	been	introduced	to	the	concepts	of:

ü Confidence	Level

ü Significance	Level

ü Confidence	Interval

ü z-statistics

ü t-statistics

We	will	now	learn	about	the	following:

• Null	Hypothesis	and	Alternate	Hypothesis

• Using	z- and	t-statistics	for	hypothesis	testing

• Two-tailed	test

• One-tailed	test

• Errors	in	Hypothesis	testing

• Concept	of	Outliers

• Identification	of	Outliers	using	Q-tables

Remember,	Confidence	Level	=	(1- ⍺)	x	100	%,	
where	⍺ is	the	significance	level



Hypothesis	testing	using	z- or	t-statistics

Null	Hypothesis
Null	hypothesis	assumes	that	there	is	no	statistical	difference	between	the	two	measurements	being	
compared.	In	other	words,	the	minor	differences	between	the	observed	values	are	presumed	to	be	
occurring	due	to	random	fluctuations.	

We	then	employ	statistics	to	test	the	veracity	of	this	presumption.	We	set	a	critical	level	of	
significance	(⍺)	beyond	which	the	null	hypothesis	is	deemed	to	be	questionable.



Two-tailed	test
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Example	question	to	be	answered:
1.	In	city	X,	the	mean	level	of	CO2 is	1200	± 100	ppm.
After	the	recent	rains,	this	value	was	observed	to	be	1050	ppm.	
At	95%	Confidence	Level,	can	we	say	that	the	observed	CO2
levels	are	indeed	different after	the	rains?

2.	Buffalo	milk	contains	6%	solid	not	fat	(SNF).	A	sample	of	milk	
contained	7	± 0.2	%	SNF.	Is	the	SNF	content	of	this	sample	
different from	the	buffalo	milk,	at	95%	confidence	level?

(i.e.	from	the	two	tailed	test	we	can	only	inform	if	the	values	
are	statistically	different	from	the	accepted	or	known	values For	two	tailed	test,

Confidence	Level	=	95%,	so
Significance	Level	=	(100	– 95)	=	5%	or	0.05
Equally	distributed	on	both	tails!
=>	Z	=	1.96



One-tailed	test
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Suppose	we	change	the	question	to:
1.	In	city	X,	the	mean	level	of	CO2	is	1200	± 100	ppm.
After	the	recent	rains,	this	value	was	observed	to	be	1050	ppm.	
At	95%	Confidence	Level,	can	we	say	that	the	observed	CO2	
levels	are	indeed	lower after	the	rains?

2.	Buffalo	milk	contains	6%	solid	not	fat	(SNF).	A	sample	of	milk	
contained	7.0	± 0.2	%	SNF.	Is	the	SNF	content	of	this	sample	
higher from	the	buffalo	milk,	at	95%	confidence	level?

(i.e.	from	the	one	tailed	test	we	can	gauge	if	the	test	values	
are	statistically	greater or	smaller than	the	accepted	or	
known	values.

For	one	tailed	test,	
Confidence	Level	=	95%
Significance	Level	=	(100	– 95)	=	5%	
Only	on	one	of	the	tails	of	the	curve
=>	Z	=	1.64



∞ 1.645 1.960 2.326 2.576 3.090 3.291



Using	z-test for	hypothesis	testing:

Can	be	applied	for	large	samples	for	which	sample	standard	deviation	(s)	is	a	good	estimate	of	
the	population	standard	deviation	(σ).

Protocol:
1. State	the	null	hypothesis.	Let	us	call	it	H0.	It	presumes	that	the	test	mean	and	population	mean	are	

statistically	similar.	i.e.	H0 :	x =	µo.	The	veracity	of	this	presumption	is	to	be	tested	now.

2. Calculate	the	z-value:	zcalc =	

3. State	the	alternate	hypothesis,	Ha and	determine	the	rejection	region:
For	Ha :	x ≠	µo,	reject	H0 if	zcalc ≥	zcrit or,	zcalc ≤	zcrit (apply	a	two-tailed	test	here!)

For	Ha :	x >	µo,	reject	H0 if	zcalc ≥	zcrit (apply	the	one-tailed	test,	use	only	the	right tail)

For	Ha :	x <	µo,	reject	H0 if	zcalc ≤	zcrit (apply	the	one-tailed	test,	use	only	the	left tail)



Using	t-test for	hypothesis	testing:

To	be	applied	for	small	samples	for	which	the	population	standard	deviation	(σ)	is	not	known	
or	for	which	the	sample	standard	deviation	(s)	is	not	a	good	estimate	of	σ,	i.e.	s→	σ.
=>	When	in	doubt,	apply	t-test!

Protocol:
1. State	the	null	hypothesis.	Let	us	call	it	H0.	It	presumes	that	the	sample	mean	and	population	mean	

are	statistically	similar.	i.e.	H0 :	x =	µo.	The	veracity	of	this	presumption	is	to	be	tested	now.

2. Calculate	the	t-value:	tcalc =	

3. State	the	alternate	hypothesis,	Ha and	determine	the	rejection	region:
For	Ha :	x ≠	µo,	reject	H0 if	tcalc ≥	tcrit or,	tcalc ≤	tcrit (apply	a	two-tailed	test	here!)

For	Ha :	x >	µo,	reject	H0 only	if tcalc ≥	tcrit (apply	the	one-tailed	test,	use	only	the	right tail)

For	Ha :	x <	µo,	reject	H0 only	if tcalc ≤	tcrit (apply	the	one-tailed	test,	use	only	the	left tail)



Solved	example:
Suppose	weight	of	30	students	of	a	particular	age-group	was	taken.	The	mean	value	of	their	weight	was	
27.7	kg	with	a	standard	deviation	value	of	5.2	kg.	If	the	national	average	of	weight	for	this	age-group	is	
30.8	kg,	then,	can	we	say	that:

(1)	the	observed	mean	is	different from	the	national	mean	at	95%	confidence	level?

(2)	the	observed	mean	is	different from	the	national	mean	at	99%	confidence	level?

(a) Presume	s→	σ.
(b) Do	not	make	the	above	presumption.

Apply	two-tailed	test	here



In	the	previous	case,
At	99.9%	Confidence	Level,	and	not	presuming	s→	σ,	
Can	we	say	that	the	observed	mean	is	indeed	less	than the	national	average?

apply	the	one-tailed	test,	use	only	the	left tail



Errors	in	Hypothesis	testing

Type	I	error	(The	“False	negative”	error) – Rejecting	null	hypothesis when	it	should	not	be	rejected		
(At	95%	Confidence	level,	there	is	still	5%	chance	that	the	rejection	of	null	hypothesis	is	erroneous.	
In	other	words,	the	significance	level	indicates	the	probability	of	committing	Type	I	error	as	well.)	

Type	II	error	(The	“False	Positive”	error – Accepting	null	hypothesis	when	it	should	be	rejected.	
Decreasing	the	Type	I	error	probability	(by	making	a	smaller)	increases	the	chances	of	committing	
Type	II	error.	



A	judicial	analogy	to	Hypothesis	testing:

An	accused	is	brought	to	the	court.	The	court	pronounces	the	verdict	after	following	the	due	

procedure.

1. Null	Hypothesis	– The	accused	is	presumed	not	guilty unless	proven	otherwise.

2. Testing	the	veracity	of	null	hypothesis	– Based	on	the	evidence	presented.

3. Make	an	inference	based	on	the	evidence	presented	– Pronounce	a	verdict.	

4. Now,	there	are	still	finite	chances	of	pronouncing	an	innocent	person	guilty (committing	a	

Type	I	error)	or	pronouncing	a	guilty	person	as	being	innocent (committing	a	Type	II	error)

5. In	this	example,	a	Type	I	error	is	considered	more	serious	than	Type	II	error!		



The	concept	of	outliers,	and	how	to	test	them

Suppose	we	have	a	set	of	data	and	we	have	a	reading	which	we	feel	is	out	of	range	of	the	
expected	values,	or	is	very	away	from	the	other	readings.	Such	readings	that	lie	“outside	our	
comfort	zone”	can	be	considered	as	outliers.

• What	should	we	do	with	such	reading/	measurement	that	seem	to	be	outliers	for	us?

• Is	there	a	scientific	way	to	assess if	a	reading	is	to	be	really	considered	as	an	outlier	or	not?

• What	criterion	can	be	applied	to	discard	or	keep a	reading	considered	an	outlier?



Rejection	quotient	or	Q-test	for	deciding	outliers

Qcalc =	
|xq	–	xn|

! Where, xq =	the	questionable	reading
xn =	the	reading	nearest	to	the	questionable	reading
w =	the	spread	of	the	data	(largest	value	– smallest	value)

Reject	the	reading	if	Qcalc >	Qcrit at	that	CL.



Solved	example	for	rejecting/keeping	the	outlier

Suppose	the	length	of	tiles	in	a	box	of	5	tiles	is	measured,	and	the	values	were	obtained:
85.15,	84.98,	84.67,	84.55	and	84.75	cm.

Apply	Q	test	on	this	data	to	find	out	if	there	is	an	outlier	that	can	be	rejected	in	this	data	set.	


